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Abstract 
This thesis examines gaze-controlled navigation in a pan and zoom interface. Pan/zoom navigation 

was chosen on the assumption that it in many ways resembles the way eyes are used in everyday 

orientation. 

In the main experiment described in this paper, a test environment was constructed with two 

information spaces; one large with 2000 nodes ordered in semi-structured groups, the other was 

smaller and designed for precision zooming. Four navigation techniques were tested; two using a 

mouse and two with gaze-control. Gaze was implemented as a pointing device by employing an 

eye-tracker and combined with keyboard controls for zooming. Two existing mouse 

implementations were chosen for comparison. 

Testing the performance of gaze- and mouse-control in broad search tasks with pan/zoom 

navigation, but without selection, shows that the performances of the most efficient mouse and 

gaze implementations were indistinguishable. Furthermore, in tasks involving zooming in on a 

limited number of known locations, the most efficient mouse-control proved to be about 16% 

slower than the gaze-control. 

The results indicate that gaze-controlled pan/zoom navigation is a viable alternative to using a 

mouse in tasks concerning visual inspection and target exploration in large static multiscaled 

environments; supplementing mouse control with gaze navigation holds interesting potential for 

interface and interaction design.   
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1 Introduction 
Following the unprecedented computing capability available to scientists and knowledge workers 

the amount of data being worked with has grown at an explosive rate.1 And while the 

improvements in CPU performance and bandwidth capabilities have mostly kept up with this 

evolution, we humans have had trouble keeping up using the current interaction methods: 

“Nowadays, the main bandwidth bottleneck in an interactive computer system occurs 

in the link between computer and human, not between computer components within 

the system.” 2

In the last decades the evolution of computer displays has greatly increased the amount of 

information displayable, both with increased colour-depth and increased resolution. While the first 

PC displays were capable of displaying 128,000 pixels in monochrome around 1981, today the most 

common resolutions are around 1 million pixels and high-end monitors are exceeding 2 million 

pixels, capable of displaying several millions of colours. Despite this evolution the amount of data 

to be processed grows much faster than the capabilities of the displays. 

Added to this is the growing trend towards mobility with miniature displays and the need for 

alternatives to traditional input devices. Therefore the research of information visualization and of 

navigation in large information spaces, including the use of alternative inputs, is currently more 

relevant than ever before. 

These issues have been substantially explored within the field of Human Computer Interaction 

(HCI). In this thesis we attempt to establish a historical and theoretical framework by presenting a 

range of previously conducted experiments along with the observations and contemplations of 

visionaries who have worked in the field. This framework is an essential part of defining the 

boundaries of our own experiments. 

We explore some aspects of using gaze-interaction for navigating in large nodal information spaces 

and describe two empirical studies which we have conducted. In our first round of experiments we 

attempted to clarify some of the general challenges of a pan/zoom navigation technique by 

developing and testing a mouse-controlled environment. In a second experiment we tested our 

                                                        

1 Ma, Kwan-Liu (2000) 
2 Funkhouser, T. et al. (2000) p. 20 
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implementation of a gaze-controlled navigation technique in a semi-structured visual information 

space, comparing its performance to traditional mouse-controlled techniques. This latter 

experiment and its results form the backbone of this thesis. 

The main focus of this thesis is the relationship between zoomable interfaces and gaze; specifically 

in regard to navigation. The notion behind the types of tasks we research can be exemplified by the 

act of searching in a library for a specific book. Our main interest lies in finding the right shelf and 

book, stopping short of actually picking the book off the shelf. 

1.1 Problem statement 

Our main problem statement for this paper is: 

How can gaze-interaction be implemented as an efficient navigation 

technique in visual information spaces? 

This key question involves many different topics which have to be explored if we are to gain an 

understanding of the issues involved. This includes questions such as: 

• What elements from our natural visual perception can be applied in gaze-based interaction?  

• What type of information suits a gaze-controlled navigation technique? 

• How can we measure and compare gaze-controlled navigation techniques, with classic 

mouse-controlled techniques? 

• Is gaze-interaction a future substitute for the mouse? 

• Is there a way where gaze-interaction can be implemented using low resolution cameras 

and be effective as a supplement to existing input devices? 

Aspects of this problem statement are underlying in the presentation of previous works and in the 

discussion of our results. 

1.2 Structure of this thesis 

Our theoretical framework is primarily based on two fields of interest;(1) the challenges of 

visualizing and navigating in large information spaces, and (2) the area of alternative input devices, 

especially with regard to eye-tracking and gaze interaction. This framework is presented and 

discussed in Chapter 2, concluding with our remarks on how observations from previous works 

relate to the design decisions made in our experiments. 
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The process leading up to the results presented in this thesis can be described as being explorative 

and iterative in nature. Starting from a general problem statement our main focus has been on 

designing and conducting empirical research, including the learning process of developing a 

conceptual prototype.  

This part of the process has been conducted in two rounds of experiments, described in Chapter 3:  

(1) In the initial test design phase we explored different theories, empirical studies and practical 

implementations in order to gain a fundamental understanding of the research field. Observations 

done on information visualization, navigation strategies and the technical possibilities for 

designing a usable test scenario, all originating in this phase, have been instrumental in reaching 

our results.  

(2) The experience gained from designing and implementing our initial test, helped establish a 

clear direction for the second phase. Here we turned the focus to gaze interaction and specifically 

zoomable interfaces, comparing the gaze navigation with existing mouse techniques. 

By creating original content and tasks we attempted to eliminate as many variables as possible and 

isolate the navigational aspect in both gaze and mouse interaction.  

The results from the second phase are presented in detail in Chapter 4, as this experiment is the 

source of our main results. We compare different navigation techniques, e.g. a mouse controlled 

version and a corresponding gaze-controlled, and discuss the major findings. 

In Chapter 5 we draw our conclusions on gaze-controlled pan/zoom navigation of large 

information spaces, in light of our empirical results. 

Finally we discuss possible future studies extending our works and on gaze-controlled interaction 

in general in Chapter 6, where we propose several interesting research areas and present potential 

future scenarios of gaze interaction. 
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2 Related Works 
In the related works section of this paper we will present and discuss the most important concepts 

in connection to our area of research, establishing a taxonomy which will be used throughout the 

paper. An overview of noteworthy previous works in this area will be presented by discussing 

theories and articles of special interest. We will also introduce relevant connections between theory 

and our experiments.  

2.1 General background 

The overall field in which we are working is Human Computer Interaction (HCI), an 

interdisciplinary subject with computer science at its core and branching out into other fields of 

research. 

The interaction between man and machine is conducted through an interface, which translates 

input to output. Currently the most common instances of human computer interaction involve the 

graphical user interfaces (GUI) known from most personal computers, with keyboard and mouse 

as input devices and the output from the computer displayed on a monitor. But an interface is by 

no means limited to the manipulation of a graphical user interface, as clearly expressed in Jef 

Raskin’s definition: “The way that you accomplish tasks with a product – what you do and how it 

responds – that’s the interface” 3

While computers essentially break data into binary form, the human mind favours combining 

elements into groups and performing visual analysis. To facilitate working with large amounts of 

data some kind of visualization is required: 

“Visualization transforms large quantities of raw data into graphical representations 

that exploit the superior visual processing capability of the human brain to detect 

patterns and draw inferences.” 4

Information visualization deals with this process of transforming data into an appropriate visual 

representation. These visualizations can range from a simple table or graph, to representations of 

large-scale data structures. In the context of this paper information visualization is typically seen as 

dealing with large-scale nodal hierarchies, such as the index system of a library. Clearly the visual 

                                                        

3 Raskin J., The Humane Interface (2000) p. 2 
4 Ma, Kwan-Liu (2000) p. 16 
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representation chosen is dependent on the type of data being visualized and existing relationships 

within it. What we refer to as an information space is the combination of data and its underlying 

relationships, for example a hierarchically structured dataset. Any given information space can 

then be visualized in a number of different ways, dependent on the intended interaction with the 

data. 

Any interaction with an information space involves some form of movements within the structure 

and potentially the selection of some subset of data for further manipulation. The interaction 

taking place up until a possible selection is what we define as a navigation technique (NT). As an 

example, scrolling within a word processor document using the vertical scroll-bar is one navigation 

technique, another example could be in a strategy games (e.g. Age of Empires) where the player can 

zoom out and gain perspective on the entire known map or zoom in to observe placement of 

specific units.   

The above mentioned concepts are closely intertwined; the information visualization is dependent 

on the data, appropriate navigation techniques are dependent on the information visualization 

chosen, and the nature of the data dictates what forms of navigation need to be available. 

Data 

Information 
visualization 

Navigation 
techniques 

 

Figure 1: The relationships between data, visualization and navigation. Changes in one potentially 
affect the whole triangle. 

The concept of an information space is in fact implicit in the triangle shown in Figure 1. In order to 

come up with any sort of useful visualization of a particular dataset, a study of the data and the 

inherent relationships within that data (the information space) is necessary. And since 

visualization is based on the structured presentation of data, so are the navigation techniques 

which apply. The idea of an information space, including both the data and underlying 

relationships within it, is in fact central to our triangle. 
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Data 

Information 
visualization 

Navigation 
techniques 

Information space 

 

Figure 2: The concept of an information space can be seen as an intermediary between data, 
visualization and navigation. 

In essence: We see information visualization and navigation techniques as being so closely related 

that they are almost inseparable, any design decisions regarding information visualization 

therefore have to include a consideration of the corresponding navigation techniques, and vice 

versa. The choice of information visualization, and implicitly navigation techniques, is of course 

dependent on the nature of the data to be visualized and the tasks to be solved. 

2.2 Large information spaces: Visualization and 
navigation 

“Big information worlds cause big problems for interfaces. There is too much to see. 

They are hard to navigate.” 5

The larger the information spaces to be visualized and navigated, the more problems arise. 

Attempts of trying to display all details at once quickly exceed the capabilities of any available 

display technique, and overly focusing on detail presentation may lead to sacrificing the option of 

an overview of the whole dataset, which is necessary for detecting patterns and relationships within 

it. 

This type of information spaces are sometimes referred to as “larger than screen datasets”, but we 

prefer the concept presented by Furnas and Bederson (and later taken up by Baudisch et al.6) of 

multiscale interfaces. The expression multiscale refers to datasets where the order of magnitude 

between an overview and a useful detail view is too large for simultaneously representing both in a 

single view. As an example, a doctor examining an X-ray needs to study close-ups of vertebrae pairs 

                                                        

5 Furnas, G. W. et al. (1995) page number missing 
6 Baudisch, P. et al. (2002) 
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as well as the full spine X-ray, and a visualization of a power network needs to present both details 

about the status of each node and an overview of the whole network.  

Examples of multiscale data are abundant, and so are the attempts at creating interfaces for coping 

with the challenges of these types of data, each with its strengths and weaknesses. 

Distortion interfaces versus zoomable interfaces 

 The most common techniques for dealing with multiscale data can be grouped into two categories; 

distortion techniques and zoom techniques. 

The idea behind distortion techniques is to simultaneously display the area of interest (the focus) 

and the context (global view) in which it exists as an attempt at guaranteeing the visibility of all 

elements of interest, as Nekrasovski et al. put it: “Ensuring that regions of interest remain visible 

independent of navigation actions, possibly as compressed landmarks rather than being shown in 

full detail, is termed guaranteed visibility.” 7

The distortion techniques integrate the focus and context regions into a single view, using 

distortion and non-linear magnification 8, and are therefore commonly referred to as 

focus+context techniques (F+C). But when comparing F+C interfaces to zoomable interfaces it is 

the distortion element that most clearly differentiates them and therefore we choose this as the 

basis for our categorization. 

On the other hand zoom techniques give the appearance of scaling the whole information space, 

with elements outside the area of interest disappearing out of view when zooming in. The benefits 

and drawbacks of zoom techniques will be further discussed shortly. 

A picture says more than a thousand words, and the following images display some well known 

distortion implementations of a focus+context interface. 

                                                        

7 Nekrasovski, D. et al. (2006) p. 2 
8 Nekrasovski, D. et al. (2006) 
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Figure 3: A symmetric layout stretched by two rubber sheet implementations; spherical and linear.9 
 

 
 

Figure 4: A schematic presentation of a fisheye 
graph.10

Figure 5: An interactive fisheye view for 
browsing a web site.11

 

 

 

Figure 6: A hyperbolic representation of a tree 
structure.12

Figure 7: A perspective wall, here displaying a 
calendar application.13

                                                        

9 Sarkar, M. et al. (1993) 
10 Heer, J. et al. (2005) 
11 Gutwin, C. (2002) 
12 Heer, J. et al. (2005) 
13 Adapted from: Mackinlay, J. D. et al. (1991) 
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As evident from these pictures, distortion techniques display a non-distorted point of focus and 

then visually compress the surrounding context. The compression chosen depends on the 

information space being presented, but most common are implementations of fisheye, rubber sheet 

and other hyperbolic techniques. 

One of the strengths of these information visualization techniques is that the context and the focus 

are simultaneously displayed, rendering the need for a separate overview redundant.  

The downside of distortion visualizations is that they sacrifice the proportions between information 

elements which are important in many tasks. The quote below can be applied to distortion 

techniques in general. 

“Fisheye views give detail and context in a single view but, the fisheye browser severely 

distorts the image and requires constant reorientation. The distortion is a severe 

problem for applications where size and geometry are important.” 14

Zoomable interfaces 

Multiscaled information can also be explored by a zoom navigation technique (NT). The most 

commonly implemented version of this is the geometric zoom, which maintains the visual 

proportions between the information objects by scaling the entire information space linearly.  

Geometric zoomable interface is only an approximate definition of the concept of zoomable 

interfaces in general. Different approaches in information visualization techniques and additions in 

navigation techniques, such as pan, spawn other expressions: semantic zooming and pan/zoom 

navigation (PZN), these will subsequently be elaborated upon. These various available options 

make a precise definition difficult, as Hornbæk et al. point out:  

 “While zoomable user interfaces have been discussed since at least 1993 […], no 

definition of zoomable user interface has been generally agreed upon.” 15

The zoomable interface has three strengths that make it a viable alternative for viewing large nodal 

information spaces: 

                                                        

14 Plaisant, C. et al. (1995) page number missing 
15 Hornbæk, K. et al. (2002) p. 4 
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(1) The first is perspective. Jef Raskin, author of the Humane Interface, had a vision for a zoomable 

interface called ZoomWorld. The idea was to rid interfaces of intricate intertwining menu systems, 

which he compares to mazes: “As legends and stories from ancient times inform us, humans have 

always been notoriously bad at mazes.” 16

The zoomable interface would allow a dynamic view of the system; permitting the user to access 

any level of detail directly from a global view, without the need for entering sub menus.    

(2) The second strength is geometric integrity which addresses the weakness of distortion 

interfaces. The problem with distortion interfaces, as mentioned, is that size, shape and the mutual 

relationship between elements of information are distorted. 

In zoomable interfaces proportions within the information space are upheld. There are several real 

life examples where this geometric integrity is of importance; for instance a doctor viewing an x-

ray. The image of a broken bone makes little sense in a distorted view where the fraction is out of 

proportion with the remaining leg. 

(3) The third strength is familiarity. Some of the earliest developers and advocates of zoomable 

interfaces, among others Perlin and Fox 17, claimed one of its strengths to be “tapping into people’s 

natural spatial abilities”.18  The argument is that the way we navigate the world is by gaining 

perspective and focussing in on targets of interest, which makes zoomable interfaces a familiar 

mapping of our natural navigational interaction with the world. 

”In natural scenes, new objects rarely appear abruptly; they are more likely to appear 

by progressive disocclusion from behind other surfaces (J. J. Gibson et al., 1969).” 19

The strength of perspective and geometric integrity also potentially constitute the greatest 

weakness of zoomable interfaces. If we assume that most tasks are actually solved in the detail view 

rather than in the perspective view. The fact that the perspective is not maintained could lead to 

users loosing a sense of context and continuously having to zoom in and out to reorient.  

There have been two main approaches suggested in solving this potential problem. (1) The most 

explicit and well known approach is creating an overview in a separate field. This way the overview 
                                                        

16 Raskin J., The Humane Interface (2000) 
17 Creators of Pad and Pad++: early implementations of a toolkit for making zoomable interfaces 
18 Bederson, B. B. et al. (1996)  
19 Franconeri, S. L. et al (2003) 

  13 



   

(global view) is presented simultaneously with the detailed view. Overviews have in regard to other 

information visualization techniques proved to be a valuable asset in navigating large nodal 

information spaces. 20  

The overview (global view) “gives a view of the entire universe that could be explored. One purpose 

of the global view is to give a sense of what information will be in the image - and what is not”. 21  

The fact that users have a constant reminder of their location has also been said to “improve 

subjective satisfaction […], and efficiency […]”22. We will subsequently explore whether this is the 

case for zoomable interfaces.  

(2) A second attempt to allow a greater contextual understanding of the information space in 

zoomable interfaces is semantic zooming; here information has different representations 

depending on scale level. Instead of seeing an object scaled down, when zooming away from the 

information space, it is substituted for a different representation. Thereby the visualization allows 

the content to dynamically change according to scale level. 

“For example, we can use semantic zooming to change the way things look depending 

on their size. As we mentioned, zooming provides a natural mechanism for 

representing abstractions of objects. It is natural to see extra details of an object when 

zoomed in and viewing it up close. When zoomed out, instead of simply seeing a scaled 

down version of the object, it is potentially more effective to see a different 

representation of it.” 23  

A common example of semantic zooming is employed in online geographical maps. In a Danish 

implementation of this, called Krak 24, 8 predefined levels of zoom are available. At the highest 

level all of Denmark is shown, with only labels for the 5 biggest cities. The next scale levels reveal 

more cities and natural landmarks such as lakes, at the fourth scale level train stations and parks 

become visible; at the fifth level street names of larger roads can be viewed and so on. A 

visualization of this can be seen from Figure 8a through Figure 8d. The red circles represent the 

area being zoomed in on. 

                                                        

20 Baudisch, P. et al. (2002) / Frøkjær, E. et al. (2001) / Hornbæk, K. et al. (2002) 
21 Plaisant, C. et al. (1995) page number misssing 
22 Hornbæk, K. et al. (2002) p. 2 
23 Bederson, B. B. et al. (1996) p. 8 
24 www. krak. dk 

  14 



   

  

Figure 8a: Semantic zooming: The Krak map 
of Denmark at scale level 1. Only major cities 
shown.  

Figure 8b: Semantic zooming: The Krak map 
of Denmark at scale level 3. Smaller cities and 
natural landmarks.  

  

Figure 8c: Semantic zooming: The Krak map 
of Denmark at scale level 4. Quarters within 
cities and train stations.  

Figure 8d: Semantic zooming: The Krak map 
of Denmark at scale level 7. Detailed road 
names and landmarks. 

 

This allows for a perceived closer proximity between the detail level and overview, as the users 

don’t necessarily need to enter the detail level of an information object in order to gain 

comprehension of its content.  

Zooming, as mentioned, enables the user to move from one level of detail to another. When 

coupled with pan another potential weakness is avoided.  Zoom without pan doesn’t enable the 
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user to explore the immediate context of an equally scaled detailed area without leaving the 

particular scale level, by zooming out and in again.  

Pan can be defined as planar movements, allowing navigation both horizontally and vertically in 

the information space. Panning is a well known form of navigation in information spaces, in regard 

to its most common implementations Plaisant et al. observed: 

 “We observed four different panning implementations. The most common is vertical 

and horizontal scroll bars. Another way is with a “sticky hand” which grabs the picture 

when the mouse button is pressed (first used in MacPaint). The picture then follows the 

cursor until the mouse button is released. The “sticky hand” metaphor is only 

appropriate when a real time update of the image is possible. Arrow keys are another 

method used for panning. Finally when an overview is present, panning of the detail 

view can be accomplished by moving the field-of-view indicator in the overview.” 25

(For future reference, what is called “sticky-hand” in the quote, we will refer to as a grab navigation 

technique.) 

A final element which needs to be introduced is the behaviour of zoom. There are two distinct 

manners in which zoom can take place. The first is stepwise (jump zooming) and the second 

continuous (animated): 

“In jump zooming, the change in scale occurs instantly, without a smooth transition. 

Jump zooming is used in Pad [], Schaffer et al.’s [] experimental system, and 

commercial systems such as Adobe PhotoShop or MapQuest. In animated zooming the 

transition from the old to the new scale is smooth [].” 26

Combining the planar movements of pan with the depth effect of zooming gives a 3D-like 

navigation; even in 2D information spaces. This allows for a flexible interaction and presents a 

form of navigation which has a strong impact on how information can be presented; employing the 

potential of depth in a two-dimensional representation of information spaces. 

Although pan/zoom navigation emulates familiar elements from 3D navigation, it does differ from 

a “true” 3D motion. This is most easily demonstrated by a camera analogy: 

                                                        

25 Plaisant, C. et al. (1995) page number missing 
26Hornbæk, K. et al. (2002) p. 3 
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Figure 9a: In addition to moving, a camera is 
typically described as being capable of pan, 
tilt, roll and zoom (not displayed).27

Figure 9b: In pan/zoom navigation the pan 
movements emulate moving a camera in a 
plane perpendicular to the lens.  

 

Pan/zoom navigation is comparable to moving a camera in a plane and from there zooming in on 

details. Zooming in on an object emulates the familiar behaviour of an increasing amount of detail 

becoming visible as we approach a real life object. 

But without allowing the “camera” to be moved towards objects and tilting it, this kind of 

movements can not be described as fully emulating 3D movements; for instance when it comes to 

viewing objects located behind other objects. Also note from Figure 9 that the definition of pan 

used in this paper, and in 2D interface design in general, is somewhat different from the definition 

of pan used in cinematography. 

All the zoomable interfaces explored in this thesis are implementations of pan and zoom 

movements within 2D spaces. 

Relevant studies on Zoomable interfaces 

As previously mentioned the main problem with zoomable interfaces is that they potentially leave 

the user lost in the information space. This lack of context awareness in detail views may cause 

inefficient navigation.  

As a consequence, this dilemma has been the subject of several studies regarding zoomable 

interfaces in recent time.  

Support of added overviews has been described in several studies regarding information 

visualization.  Evidence has shown that in many cases the addition of overviews makes for more 

                                                        

27 Adapted from Fjeld, M. et al (1999)  
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efficient navigation patterns in large nodal information spaces. Hornbæk et al (2002) explain three 

reasons why this is the case:  

“First, navigation is more efficient because users may navigate using the overview 

window rather than using the detail window []. Second, the overview window aids users 

in keeping track of their current position in the information space []. Third, the 

overview gives users a feeling of control [].” 28  

For zoomable interfaces the results are somewhat different. Nekrasovski et al. put overviews and 

zoomable interfaces to the test in a study comparing a rubber sheet navigation (RSN) and pan/ 

zoom navigation (PZN) with and without an overview. Two of the initial three hypotheses of this 

experiment, and their subsequent results, are of relevance. The most important was: 1) “For PZN, 

the presence of an overview results in better performance.” 29 The second hypothesis of interest 

was:  2) “RSN interfaces perform better than PZN interfaces independently of the presence or 

absence of an overview.” 30 But the experiment turned out to reveal different results. 

There were 4 different navigation techniques: 1) RSN without overview, 2) RSN with overview, 3) 

PZN without overview and 4) PZN with overview.  The test consisted of search tasks in large data 

trees, inspired by evolutionary biologists, whose work “relies heavily on visual inspection and 

topological analysis of large trees” 31. The dataset used in the test was a “binary tree” consisting of 

5,918 nodes, some of which were colour coded; a small extraction of the tree is seen in Figure 10. 

The 24 subjects, who participated in the study, were asked to solve tasks of searching for the colour 

coded nodes within the data tree. The context and nature of the information space and the tasks 

within this test influenced the design of our second experiment. 

 

                                                        

28 Hornbæk, K. et al. (2002) s. 364 
29 Nekrasovski, D. et al. (2006) p. 3 
30 Nekrasovski, D. et al. (2006) p. 3 
31 Nekrasovski, D. et al. (2006) p. 2 
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Figure 10: A small extraction of the content used for a study by Nekrasovski et al. on rubber sheet and 
pan/zoom navigation with and without an overview. Tasks involved analysing the distances between 
nodes in a hierarchal tree, as in counting the nodes from X to Y. 

The results showed both of the earlier stated hypotheses to be incorrect: 

The statement regarding hypothesis 1: “for PZN, having an overview made no significant difference 

in terms of completion times, navigation actions, or resets. Having an overview was, however, 

reported to reduce physical demand.” 32

The statement regarding hypothesis 2: “PZN interfaces performed better than RSN interfaces in 

terms of completion times, navigation actions, and resets. Mental demand was also reported as 

lower in PZN”. 33

The overall findings of the test showed that the overview, in this case, did not improve the 

efficiency of task solving, but was none the less preferred by many subjects. It also showed that in 

this type of tasks, rubber sheet navigation required too many actions and was subsequently both 

less efficient and less preferred. 

In a similar study Hornbæk et al. examined the usability of zoomable interfaces with and without 

an overview. Here 32 subjects were asked to solve 2 types of tasks in maps of geographical content 

with eight different types of map objects (e.g. cities, airports, lakes etc.), each defined by individual 

colours.  

The maps were of Washington and Montana.  All in all there were 833 map objects on the 

Washington map, separated into three scale levels to accommodate semantic zooming; on the 

Montana map there were 806 map objects and it had an overview in the top right corner (see 

                                                        

32 Nekrasovski, D. et al. (2006) p. 8 
33 Nekrasovski, D. et al. (2006) p. 8 
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Figure 11a and Figure 11b). The subjects were required to have spent less than 2 weeks in either 

location to ensure that the tasks were solved based on exploration rather than familiarity. 

According to the study, one of the advantages of using geographical maps is the fact that they 

contain nested objects (as found in hierarchies) and data networks (a connection between points of 

information). Familiarity can be an influential and unpredictable factor when the content is a 

geographic map but this could be avoided by keeping the content of the map completely abstract.  

The subjects navigated the map by zooming and panning. Zooming was done by using the left and 

right mouse key. Holding down the left mouse key, resulted in zooming in, after a delay of 400 ms; 

this delay was implemented as the left mouse key also functioned as a panning control, by dragging 

the map with the mouse. The right key was used for zooming out. There was also a button 

implemented on the screen called “zoom out”, which, when clicked, brought the user back to the 

initial view of the map. 

The first of the two task types required the subject to find a specific map object; in the context of 

the test this was referred to as a navigation task. The other task type was a browsing task, which 

required the subjects to locate a sequence of objects on the map. 

  

Figure 11a: A map of Washington without an 
overview, nodes supporting semantic 
zooming, used as content in a usability study 
on zoomable interfaces with and without and 
overview.  

Figure 11b: A map of Montana with an 
overview (in the red circle), used as content in 
a usability study on zoomable interfaces with 
and without and overview.  

 

In this study there were 2 hypothesis of relevance: 

1. “Subjects would prefer the overview interface, because of the information contained on the 

overview window and the additional navigation features.” 
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2. “The overview interface would be faster for tasks that require comparison of information 

objects and scanning large areas.” 34 

The subjects again preferred the detail+overview map, which may have led them to have the sense 

of control previously mentioned. However, the tasks given were solved faster in the map with no 

overview. This could, however, have been a consequence of the implicit overview given by the 

information space because it supported semantic zooming. 35  

These results seem to indicate that overviews have no bearing on the efficiency of zoomable 

interfaces, but they were preferred by the subjects in both cases. What neither of these studies 

answer is whether or not the continued use of overviews would be preferred by long time users of 

zoomable interfaces.  

The results of Nekrasovski et al. show that to their surprise the zoomable interface was preferred to 

the distortion interface. One reason for this can be the familiarity in navigation patterns which was 

mentioned earlier as one of the key strengths of zoomable interfaces.  

The 3D-like navigation ability of a pan/zoom navigation (PZN) technique allows flexible 

interaction with a 2D static or dynamic information space.  

We maintain that in creating equilibrium between the constant increase of the information spaces 

in which users need to navigate, and the subsequent demands made on human cognition, choosing 

the right navigation technique and visualizing the data appropriately in the information space is 

essential.  

Our opinion is that the strengths of PZN; perspective, geometric integrity and the familiarity in 

navigation, far outweigh the weaknesses; potential loss of contextual comprehension. Others have 

made bolder statements in this regard.  

“The zooming interface paradigm can replace the browser, the desktop metaphor, and 

the traditional operating system.” 36

                                                        

34 Hornbæk, K. et al. (2002) p. 7  
35 Hornbæk, K. et al. (2002) 
36 Raskin J., The Humane Interface (2000) p. 164 
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In the context of this paper it is our opinion that in regard to large multiscale interfaces the single 

view pan/zoom navigation (PZN) technique has legitimate strengths and is therefore a suitable 

choice for our further research. 

“[T]he smooth scrolling plus rapid and continuous zooming remains the secret of 

success for single view browsers.” 37

Because PZN represents an efficient way of accessing an area of interest in the information space, 

the potential application of this navigation technique to gaze interaction is the focus of our study. 

Because of the inconclusive results regarding overviews in zoomable interfaces, leaving these out 

when designing an interface could prove to be a valid option.  

2.3 Alternative input devices 

Input devices are used for manipulating digital information. Input has been and is conventionally 

exclusively done by hand interaction. Hands-discrete input devices 38, such as keyboards, and 

hands-continuous input devices 39, such as the mouse, have for decades dominated the world of 

PCs and as a consequence the field of Human Computer Interaction (HCI).  

As mentioned earlier the size of information spaces is continually increasing. As tasks and data 

structures become more complex and ubiquitous in nature, the need for alternative input devices 

increases. 

“We can view the basic task of human-computer interaction as moving information 

between the brain of the user and the computer. Our goal is to increase the useful 

bandwidth across that interface with faster, more natural, and more convenient 

communication mechanisms.” 40

There are many situations where the conventional hand input devices are inadequate and 

alternative inputs can be necessary. In order to determine what kinds of situations require or could 

benefit from alternative inputs, three basic parameters should be considered. (1) What type of task 

needs to be solved; searching in visually represented data compared to textual data requires 

different approaches. (2) The context of the task; e.g. the user is physically restricted, as a doctor 
                                                        

37 Plaisant, C. et al. (1995) page number missing 
38 Jacob, Robert J. K.(1996) 
39 Jacob, Robert J. K.(1996) 
40 Jacob, Robert J. K et al. (2003) p. 12 
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performing surgery or a paraplegic who only has use of her eyes. (3) What type of input device is 

being employed; e.g. the user is working with the small screen of a mobile device or a large digital 

whiteboard. 

Similar to our discussion about visualization techniques in Chapter 2.1 it is possible to draw up a 

triangle showing how the task type, usage context and the choice of display and input devices all 

influence each other.  

Task type 

Display and 
input devices 

Usage context 

 

Figure 12: The relationships between task type, usage context and display and input devices. Changes 
in one potentially affect the whole triangle. 

There are numerous variations of alternative input devices. Many of which use other parts of the 

body and do not require the use of hands such as; voice recognition, controls based on head 

movement and eye-tracking etc. 

Eye-tracking and gaze 

Eye-tracking has been an area of research for more than 100 years. Initially the process of tracing 

eye movements was an intrusive procedure employing mechanical objects being placed directly on 

the cornea.  In the 1950’s eye-tracking was conducted using head mounted equipment and in the 

1970’s the big leap came with: “the discovery that multiple reflections from the eye could be used to 

dissociate eye rotations from head movement”.41

At present the invasive equipment has all but vanished and substituted with increasingly precise 

and fast eye-trackers. One implementation projects infrared light from several different points, 

                                                        

41 Jacob, Robert J. K; Karn, Keith S (2003): Eye-tracking in human-computer interaction and usability 
research: Ready to deliver promises p. 2 
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creating a stable reflection, essentially red-eye, then an infrared sensitive camera collects the 

information allowing a computer to track the direction of the gaze. 42  

This type of equipment is still quite expensive and therefore has accessibility issues; however, 

attempts have been made to make eye-trackers as accessible as possible. Low resolution gaze-

trackers have been made with standard digital video cameras from Sony 43. These systems are not 

as robust as the commercially produced ones. However, if the accompanying software applications 

are designed to tolerate noisier input, the systems work. 

We use the term gaze because it is a more precise term than e.g. sight or vision as it deals not only 

with what is visible to us, but what exactly we are looking at. The tracking of eye movements has 

become a technology which allows different types of gaze interaction with the computer.   

Workings of the eye 

The eye is a light sensitive organ, which absorbs light impulses and directs them to the brain. 

Important elements of the eye are the transparent cornea and lens that direct light onto the retina. 

The retina consists of light sensitive cells that are different in both density and function, and are 

called cones and rods.  

 

 

Figure 13: The structure of the eye. Incoming light is directed onto the light-sensitive retina with the 
highest density of cone-cells in the macula.  

Rod cells exist mainly at the edge of the retina, and are responsible for our peripheral vision. For 

high definition viewing the cone cells are used. They are densest in an area called the macula, 

which is on the axis of the eye; this area is responsible for the 5° angle which is our central vision. 

In the centre of the macula is the fovea, which contains the highest density of cones, and is 

                                                        

42 Product Description Tobii 50 Series 
43 Hansen, John Paulin et al. (2004): Eye-tracking off the Shelf 
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responsible for what is called fovic vision, which represents an angle of about 1°. We are essentially 

only seeing a very small part of the world in high definition. 44  

There are two basic temporal states in which the eye moves; fixations and saccades. Fixations are 

moments that last between 200- 600 ms,45 in which the eye is relatively still and the central, fovic 

vision is used to view an object clearly. After a fixation the eye moves to a different fixed position; 

this type of movement is called a saccade. The saccades are ballistic in nature, which means, that 

the motion is predetermined, and the eye moves in a straight line from one point to the next. 46

During this motion, which can cover between a 1° and 40° angle, most of the visual input ceases; 

this is called saccadic suppression. With saccades lasting between 30-120 ms, this suppression of 

information is a way of ensuring smooth visual input.  

Saccades are reactions, forced or unforced, to visual information perceived in areas of lower 

resolution than that of the fovea; it is the eyes’ way of making up for not being entirely made up of 

cone cells.   

As an object cannot be perceived clearly unless it is seen by the limited area of the fovea, the 

position of a person’s eyes is a good indication of that individual’s point of interest.  

Evolution of eye-tracking 

For the better part of the eye-tracking history it has been used in the field of usability and cognitive 

psychology.  Some of the earliest work includes studies done by Fitts et al. in the 1950’s where the 

eye movements of 40 pilots were examined while landing a plane. The information was collected by 

using a combination of mirrors and a camera.47 Needless to say the amount of data requiring 

analysis must have been overwhelming without automatic processing capabilities.  

The complexity of the equipment, combined with the amounts of information which needed to be 

processed, made eye-tracking in usability studies an arduous task. Even so eye-tracking has been 

seen as promising since the 1950’s and still is. 

                                                        

44 Zeki, Semir (1993) 
45 Jacob, Robert J. K.(1991) 
46 Jacob, Robert J. K.(1996) 
47 Jacob, Robert J. K.(1991) 
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“While there has been considerable use of eye tracking in usability engineering over the 

50+ years since Fitts’ pioneering work […]. We see however, that just in the past ten 

years, significant technological advances have made the incorporation of eye-tracking 

in usability research much more feasible.” 48

This technological advance, mentioned by Jacob, has not only benefited eye-tracking in the field of 

usability research, but has since the beginning of the 1980’ been a subject for visionaries in human 

computer interaction; using the technology as not only a tool for collecting data on eye movements, 

but as a real time input device.  

In the beginning of the 1980’s Bolt was one of the first who began to conceptualize how the use of 

eye-tracking equipment could be implemented in real time. In 1981 he wrote: 

“While the current application of eyes at the interface is in a sense a special case, eyes-

as-output has a promising future in interactive graphics, especially where the graphics 

contemplates the possibilities arising out of the orchestrated use of videodiscs.” 49

One of the first evaluations of eye-tracking as an input device came from Ware in 1987. Three types 

of on screen selection techniques were tested; (1) dwell time selection, where a target is selected by 

the user fixating on it. (2) A screen button, which required the subjects to look at an object and 

subsequently look at a onscreen area which functioned as a button and finally (3) a hardware 

button where the subject pressed a physical button while fixating on an object.  

In this test a video camera captured the eye movements by registering the boundary of the pupil 

based on a reflection of infrared light from the cornea; this information was then digitally 

processed. The system required the head of the subject to be fixed.    

Two experiments were conducted; the first in a structure which was intended to resemble a menu. 

There were two representation of the fixation point; one large which reflected the current point of 

fixation and one smaller which represented the previous point (see Figure 14).  

                                                        

48 Jacob, Robert J. K.(1991): The Use of Eye Movements in Human-Computer Interaction Techniques: What 
You Look At is What You Get p. 11 
49 Bolt, Richard A. (1981): Gaze-Orchestrated Dynamic Windows p. 10 
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Figure 14: The onscreen layout of the Ware experiment in 1987. The rectangle to the left is the on-
screen button, the field on the right is the menu representation.  

The first test required the subjects to select targets in a static version of Figure 14. The result of this 

experiment showed dwell time selection to be equally as fast as hardware selection and with lower 

error rates in the dwell time selection than in the hardware button. In the second test the subjects 

were asked to select targets of different sizes. In this experiment the hardware button was faster, 

but the dwell time selection was more consistent. However the error rates for dwell time selection 

were the lowest. (The onscreen button was by far the most ineffective in both tests). The overall 

conclusion of this test was: 

“…where speed is of the essence, cost is no object, sizes are moderate, and it is 

important that the hands be reserved for other activities, the eye-tracker, may be the 

input device of choice.” 50

One area of HCI which has taken this ability of onscreen selection to its core is the field of assistive 

and alternative communication; where eye-tracking often is used as the sole input device for 

selection and navigation. The hands can in some cases be restricted, not only because of other 

activities, but as a consequence of an innate or acquired physical disability. 

GazeTalk and Dasher 51 are two examples of gaze typing systems, which allow users to 

communicate solely by gaze.  Systems like these are giving disabled people the possibility to 

independently interact with the world, some for the first time.  GazeTalk not only supports typing 

but includes other options such as online browsing. 

Another way of using eye-tracking as a real time input is found in the field of attentive interfaces. 

Here the input received from the user is augmented to include subliminal information which the 

                                                        

50 Ware, C. et al. (1987) p. 6 
51 Itoh, Kenji et al. (2006) 
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system will then respond to. Attentive interfaces can react automatically to commands without 

interrupting the user and attentive phones can communicate to others the availability of the user.52

One implementation of attentive gaze-controlled interfaces which has received a lot of attention is 

gaze-contingent multiresolutional displays.53 This method attempts to solve the bandwidth and 

processing problems of large high-resolution displays; by only showing the viewer’s point of 

attention in full resolution (see Figure 15).  

  
Figure 15: Gaze-contingency: An image displayed in complete high-resolution (left) and displaying 
high-resolution only at the point of attention of the viewer (right).  

Gaze interaction when used as a selection and navigation input device has the advantage of 

extending the existing behaviour of orientation and locating an area of interest, to also involve a 

direct and active response, eliminating the additional action of moving the mouse.  

The eye is in almost constant use during our waking hours and therefore represents a very durable 

form of interaction. This is due to the nature of muscles controlling the eye, they offer near fatigue-

free pointing.54 Gaze interaction could therefore be of assistance to many people who suffer from 

repetitive muscle strain.55

On the other hand gaze as sole input has the problem of only having one mode; the eye-tracker 

recognizes that someone is looking at the screen, not the intention behind the gaze; the input 

device is always on. 

                                                        

52 Hyrskykari, A. et al. p. 7  
53 Reingold, E. M. et al.   
54 Bates, R. et al. (2002) p. 119 
55 Zhai, S. et al. (1999) 

  28 



   

This results in a potential Midas’ Touch problem. Midas was a character in a Greek myth, after 

doing service to a god, he was granted a wish.  He wished that all he touched would turn to gold. 

When this wish was granted, he quickly found a flaw in his plan, as all he touched, including food 

and drink, indeed turned to gold and he almost starved to death. 

Because of gaze’s single modality of always being on there is the risk of selection and activation 

when it is not required or wanted:  

“Everywhere you look, another command is activated; you cannot look anywhere 

without issuing a command. The challenge in building a useful eye-tracker interface is 

to avoid this Midas’ Touch problem.” 56

One of the solutions to this problem has been dwell time activation, which is intended to ensure 

that the user is actually fixating on a specific object and not just passing it by with a glance. 57

There might also be a potential problem in using the eye both as an input modality to the user, 

looking at feedback from the system, and as an output modality from the user, moving a pointer on 

the interface. 58

Finally two major problems with gaze in navigation and pointing are that we are not used to having 

objects, onscreen or otherwise, react to our sight and that we rarely need to employ the type of 

precision required for controlling information spaces with gaze, as it is relatively difficult to control 

eye position precisely as a pointing device. 59

The limitations of eye tracking were the foundation for a study done by Zhai et al. in which the 

possibilities of using the eye tracker as a supplement to the mouse, rather than a substitute, were 

examined.  

“We believe that many fundamental limitations exist with traditional gaze pointing. In 

particular, it is unnatural to overload a perceptual channel such as vision with a motor 

control task.” 60

                                                        

56 Jacob, Robert J. K.(1991) p. 13 
57 Hansen, J. P. et al. (2003) 
58 Bates, R. et al. (2002) 
59 Jacob, Robert J. K. (1991) 
60 Zhai, S. et al. (1999) p. 1 

  29 



   

They designed and implemented the concept of MAGIC (Manual and gaze input cascaded) 

pointing. The basic idea was to maintain selection and targeting as motor controlled tasks, only 

using gaze indirectly by allowing the cursor to follow the point of interest (gaze) and then 

performing the actual targeting and selection by motor control (e.g. using a mouse). 

They implemented two different designs, a liberal and a conservative. The liberal pointer placed the 

cursor within the vicinity of every object looked at by the user; the user could then decide to select 

or ignore the target and move on to the next. The conservative pointer wouldn’t move to the target 

until the manual input device (a miniature pointing stick as used in laptops) had been set into 

motion (see Figure 16).  

 

Figure 16: The MAGIC pointer: Explanation of the behaviour of the liberal MAGIC pointer (left) and of 
the conservative MAGIC pointer on the right. 

Nine subjects participated in a trial where both designs were tested and compared with a purely 

manual input. Subjects were asked to point and click targets, which randomly appeared on the 

screen (see Figure 17).  
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Figure 17: The MAGIC pointer tasks: Subjects were asked to click on targets of varying sizes appearing 
randomly on the screen. 

The results showed that of the two gaze designs the liberal pointer was a bit faster than the 

completely manual input, and the conservative pointer slightly slower than the manual input. 

Overall the conclusion was that gaze pointing as a supplement to manual control showed great 

potential. 

Zoomable interfaces is another way of attempting to solve the problem of precision in gaze 

controlled target selection; by allowing objects of interest to be enlarged and thereby require less 

selective or navigational precision.  

Research on gaze and zoomable interfaces 

The zoomable interface viewed in regard to gaze interaction makes for a valid design choice for two 

distinct reasons. (1) The possible perspective gained works at alleviating one of the main problems 

with gaze interaction which is precision; both in terms of equipment and the natural movements of 

the eye. (2) The naturalness of eye movements is extended with the familiarity of zooming.  

The idea of coupling gaze with zooming actions has been explored since eye-tracking was first 

conceived of as a real time input device. However, considering the time-frame surprisingly few 

have researched this specific area. Below are different studies, which have all sought to implement 

gaze into zoomable interfaces.  

In 1981 Bolt envisioned the concept of Gaze-Orchestrated Dynamic Windows. The basic idea was to 

allow for dynamic interaction with multiple windows in a single large display. The eye-tracking 

technology used was in the form of a pair of eye-tracking glasses used to inform the display of 

where the user was looking.  
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A system imitated a real time streaming of several television episodes, which were represented 

simultaneously on the display. Depending on which television episode the user was looking at, all 

other stations were additively muted and after focus had remained on the same image for a certain 

amount of time it would zoom out and fill the entire display. However, the technology at the time 

did not support a real time application of the system. 61  

A similar idea was recently explored by Fono et al.62 in a study that evaluated gaze selection in, 

what they call, zooming windows.  

They conducted 2 experiments, 12 participants took part in the first test and 10 in the second. The 

first was to determine choice of selection techniques, four different techniques were tested; eye-

tracker with key activated selection, eye-tracker with automatic selection, mouse with click 

activated selection, and hotkeys.  

Part of the tasks were based on stimulus and response. The subjects were presented with a grid 

onscreen (Figure 18a). When a field in the grid changed colour (Figure 18b) the subject had to 

select that field and the response time was registered. Upon selecting the field a text string would 

become visible (Figure 18c) and the subject was then to mirror the text in an activated field 

immediately below (Figure 18d).   

  

Figure 18a: The zooming windows study: 
Basic grid for first experiment tasks. 
  

Figure 18b: Initial stimuli, a field turns red. 

                                                        

61 Bolt, R. A. (1981) 
62 Fono, D. et al. (2005)  
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Figure 18c: The field is selected and reveals a 
pre-written text. 

Figure 18d: The field below becomes active 
and the subject has to retype the text string 
above.  

 

Their results showed that eye-tracking with key activated selection was approximately 35% faster 

than mouse activated selection and was subsequently chosen to be the sole selection method in the 

second test, which compared zooming windows with static windows. 

Similarly to the first test the tasks required the subjects to interact with a grid. In the zoom 

windows version a field would turn red, upon selection the field would zoom out and the subject 

was able to enter a text string (Figure 19b). In the static version the fields in the grid remained the 

same size. Results showed that zooming windows were up to 30 % faster to work with than static 

windows.  

  

Figure 19a: The zooming windows study: The 
field turns red, and can be selected. 

Figure 19b: After selection the field chosen 
zooms up. 

 

The second notable study of a gaze-controlled zooming interface was done by Pomplun et al. in 

2001. Their implementation employed two windows, A and B, of the same size. In window B 

subjects could view a magnified part of the whole image shown in window A. This was achieved by 

fixating on a part of the image in A for at least 120 ms and then looking over to window B, where a 

magnified view of the point of fixation was then showed. To zoom in on another part of the image 
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this process was repeated. This gaze behaviour was compared to a mouse technique where clicking 

in window A (on the left) resulted in a magnified view in window B (on the right) (see Figure 20). 

 

Figure 20: A two window implementation of a gaze-controlled zooming interface by Pomplun et al.: 
Fixating on the letter M (indicated by a highlighted square) in the window on the left (window A) and 
then gazing to the window on the right (window B) shows a magnification of the activated area.  

The interface only provided two magnification levels. Subjects were asked to look for a specifically 

coloured small letter, for instance if there was a small green B on the map. In order to solve these 

tasks, subjects had to repeatedly zoom in on the large letters. Subjects completed the tasks by 

selecting either the “match” or “no match”, using dwell-click or mouse. In 50% of the tasks no 

match existed, requiring the subjects to search the whole map. These “no match” tasks are the ones 

discussed in the results. 

They only had four subjects, but repeated the tests over a longer period of time. The main results 

were that despite more magnifications being triggered in the gaze conditions than in the mouse 

conditions, the difference in response time was less than 10% in the favour of the mouse:  

“[…] demonstrating that, despite occasional unintentional selections for magnification, 

using the unfamiliar gaze interface and wearing the eye tracker headset did not 

considerably slow down participants’ task performance as compared to the familiar 

mouse interface.” 63

This and the lack of noticeable practice effect for the gaze implementation lead them to conclude 

that eye movements can in fact substitute manual input, and that appropriately designed gaze-
                                                        

63 Pomplun, M. et al. (2001) p. 5 
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controlled interfaces could replace conventional interfaces in areas of application where hands-free 

interaction with machines is desirable.64

A final experiment of great relevance to our study is that conducted by Bates et al.65, comparing 

different pointing devices in zooming and non-zooming environments based on a traditional 

WIMP (windows, icons, menus and pointing devices) style of interaction. 

A standard eye mouse and a zoom eye mouse, in their terminology, were compared with a standard 

head mouse, an instrument that translates the movement of the head into input. The tasks had 

their origin in ‘real world’ computational interactions; one being word processing, the other web 

browsing. 6 test subjects participated in the experiment, none of which had physical disabilities.  

Their results showed that the standard head mouse was superior to the standard eye mouse; 

however, the addition of zoom allowed the eye mouse to surpass the head mouse in efficiency. 

The zoom environment also seemed to ease the workload and subjects deemed it better than the 

head mouse for ease of use. 

The overall conclusions of these three experiments show that gaze interaction and zoomable 

interfaces in combination lead to an increase in efficiency for navigation and target selection.  

Where target selection is the main focus of the above mentioned texts, little research has been done 

which centres purely on the navigational aspect of gaze interaction in zoomable interfaces, which is 

the focus of our main experiment. Navigation should here be understood as a process of reaching 

the target, rather than the actual selection. 

Information visualization uses the strength of our perception to mould the information space, as an 

aid in the decision-making process. With the possibility for stable and accessible gaze interaction, 

our perception could also be directly applied to navigation. 

In the implementation tested in the second test phase, we chose to sidestep the issue of 

selection/activation and focus instead on gaze interaction as a navigation technique. We therefore 

combined the gaze control with a pan and zoom navigation technique, studied its performance and 

compared it to more traditional input; a classical mouse. 

                                                        

64 Pomplun, M. et al. (2001) 
65 Bates, R. et al. (2002) 

  35 



   

2.4 Naturalness versus familiarity 

Reoccurring themes many HCI matters are discussions about to which extent an interface idea is 

intuitive or natural. Examples of this can be found in relation to practically all the concepts we 

have introduced in the preceding chapters; be it information visualization, navigation techniques, 

alternative inputs or gaze interaction. 

Although both terms seem self explanatory and relevant for interface designs, care should be taken 

when using them. 

In his book, The Humane Interface, Jef Raskin discusses the problems with using these terms, and 

instead proposes using terms like familiar or easily learned: 

“Many interface requirements specify that the resulting product be intuitive, or natural. 

However, there is no human faculty of intuition, as the word is ordinarily meant; that 

is, knowledge acquired without prior exposure to the concept, without having to go 

through a learning process, and without having to use rational thought.” 66

In our case the use of eyesight to gather information is clearly natural, but any attempts at using 

gaze-direction for navigation or activation can at best be described as easily learned or based on a 

familiar analogy. In fact the only thing that humans naturally activate using eyes are other humans, 

and perhaps to some extent other mammals. 

Our visual perception includes automatic processes observing other peoples’ eyes, allowing us to 

notice when someone looks at us, even across a crowded room. We use gaze to non-verbally 

communicate with other humans and make our intentions more clear. Infants seem to become 

aware of faces at an incredibly early age and quickly learn to use their gaze as an indication of 

intent, and even following the gaze of adults.67

So while it is natural to look at things we want to interact with, in nature inanimate objects do not 

respond to our gaze. But gaze-interaction can be made easily understandable by mapping 

behaviour we know from our natural environment, and one approach of this is combining gaze 

with zoom/pan navigation as we attempt in our experiments. Bederson et al. describe the 

                                                        

66 Raskin, J., The Humane Interface (2000) p. 150 
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motivation behind the zoomable interface of Pad++ as “tapping into people’s natural spatial 

abilities”.68

Even the use of the familiar computer mouse may not be as natural as we tend to think. In the 

Humane Interface Raskin tells the story of a Finish scientist and her first encounter with a 

mechanical mouse. She begins by turning the object on its head and rolling the ball around, as with 

a modern day track ball. This has no effect, as the ball is pushing down on all the detectors, thereby 

cancelling the effect. She discovers this and turns the mechanical mouse the right way up, but 

instead of placing it on a surface she continues to control the mouse manually, moving the ball with 

her fingers. When shown how to use the mouse she quickly understood the mapping – easy, but 

not natural. 69  

In this paper we try to use the terms intuitive and natural only with caution, usually by using the 

concept familiarity instead. 

Modality 

An example of behaviour that we have become used to in human-computer interactions, but can 

hardly be described as natural is the concept of modes and modality. 

Raskin defines modes in terms of responses to a gesture, which is “a sequence of human actions 

completed automatically once set in motion”.70 If the response of the system to a specific gesture is 

not always the same it is because the system has more than one mode; it is modal. 

An example of this is the behaviour of the Caps Lock key; pressing it changes the state of the 

system so that instead of the gesture of pressing a key resulting in a lowercase letter, the result is 

now an uppercase letter. (Except of course if the system previously was in Caps Lock mode, in 

which case the behaviour is reversed.) 

To avoid the inherent confusion of using of modes in interface design, Raskin recommends using 

quasi-modes that are kinaesthetically maintained: 

                                                        

68 Bederson, B. B. et al.(1996) p. 2 
69 Raskin, J., The Humane Interface (2000) 
70 Raskin, J., The Humane Interface (2000) p. 37 
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Caps Lock leaves the system in a state of writing uppercase letters and needs to be deactivated; a 

mode. The Shift key also implements uppercase letters, however as soon as the user moves on and 

releases the key, the state of the system returns to a default state; a quasi-mode.  

We have previously mentioned modality in our discussion of gaze-interaction in relation to the 

problem of making the computer aware of the intentions behind our gaze. In a gaze-controlled 

zoom/pan interface some additional information is needed to inform the computer of whether our 

fixation is an indication of us wanting to zoom further or if we are content with working at the 

current scale. 

This question was discussed as far back as in 1981 by Richard Bolt when describing the 

implementation of the “World of Windows”-display technique: 

“There are at least two competing philosophies about what should cause you to be 

“zoomed-in” upon some window you are looking at: 1) zoom-in automatically, based 

upon some timing-out of how long you look at (“stare at”) some certain window; 2) 

zoom-in upon the window you are eye-addressing contingent upon a deliberate action 

via an independent modality (e.g., joystick action; or a word spoken to the system)”71

The first option is what we would today call dwell-activation and the second involves using some 

input in addition to the eye-tracker. In our implementation of a gaze-controlled pan/zoom 

interface described in the following chapter we chose the latter option by using two keys on a 

keyboard for zooming in and out in a quasi-modal fashion. 

2.5 Our design decisions 

The basic premise for the environment of our experiments is that large nodal information spaces 

present challenges in terms of navigating them effectively and efficiently. 

Pan/zoom navigation (without semantic zooming) has three valid strengths; geometric integrity, 

perspective and familiarity, which can all be applied beneficially to search and navigation tasks in 

large nodal information spaces.    

                                                        

71 Bolt, R. A. (1981) p. 8 
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Gaze interaction has a cognitive advantage, in skipping the mouse as a pointing device, which could 

ensure its efficiency, when implemented in a visually represented information space and with a 

navigation technique that capitalizes on its strengths.   

In light of these concepts and others introduced in the preceding text we can summarize the design 

decisions for the gaze-controlled implementation that we tested in our second round of 

experiments: 

We chose to study navigation in a multiscale system using a geometric zoom/pan interface; 

maintaining the size proportions between all elements, without a separate overview presentation. 

• For comparison testing we evaluate the efficiency of using gaze as a means of pointing 

against using a mouse. 

• We focus on navigation, rather than selection, in large nodal information spaces and 

thereby avoid issues concerning Midas’ Touch and dwell time activation.  

• The zooming is controlled by a quasi-modal implementation; to zoom in or out a key on the 

keyboard is pressed, releasing the key stops the zoom motion. 

• As an attempt of implementing panning in a gaze-controlled pan/zoom interface we try to 

map the familiar behaviour of gazing in the direction of an object of interest. 

Hypotheses on gaze-controlled pan & zoom navigation 

As a consequence and in light of the design choices we made, three general hypotheses were 

formed:  

1.1. Eye-tracking can effectively supplement existing input devices. 

 

1.2. Zooming interfaces have traits that correspond well with eye-based interaction. 

 

1.3. A gaze-controlled navigation technique should be able to successfully entail many 

familiar aspects of sight and perception. 
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3. Empirical studies and test-design 
In order to gain practical insight into the area of gaze interaction and pan/zoom navigation (PZN) 

interfaces, we conducted 2 rounds of experiments. In the first we tested different aspects of PZN 

and information visualization and the second had the more specific goal of comparing gaze and 

mouse interaction in PZN environments. The following chapter discusses the design and 

implementation of both experiments. 

The results of the second experiment are our main area of interest; therefore they will be discussed 

and elaborated upon in chapter 4.  

3.1 Experiment 1 

In the initial experiment 4 different mouse-controlled navigation techniques (NT) were tested, the 

intention was to explore different aspects of pan and zoom.  Three of the NTs dealt with variations 

of pan and one with zoom. 

The data which constituted the information space was a playing card metaphor, chosen because of 

it being both abstract and easily recognisable. The four navigation technologies were tested by 

having subjects solve tasks that required them to either find one specific target or to explore a 

sequence of targets. The information space was presented in 3 different ways; structured, semi-

structured and random. The script for conducting the tests can be found in Appendix D. 

Information space and tasks 

The data was chosen to be easily recognizable and keeping the cognitive processes required for 

solving the tasks at a minimum. Playing cards as a metaphor possessed the desired qualities and 

had three dimensions; colours, suits and numbers. To allow a larger information space, the four 

classic suits were supplemented with combinations of well known icons and basic colours. So in 

addition to the classic “seven of spades” (♠ 7), we also have “seven of squares” (■ 7), etc.  

So as not to make the information space too visually confusing, only the numbered cards were used 

(1-10). The content was structured in three different ways, and then displayed in a map consisting 

of rows and columns: 

  40 



   

1. Fully structured content: 

• Eight columns, each containing a  single suit: ♥, ♠, ♀, ■, ♦, ♣, ♂, ● 

• Four to eight cards in each column (randomly chosen), six on average. 

• Chronological order of numbers with the lowest at the top of a column. 

 
Figure 21:  A fully structured map from Experiment 1: Suits in individual columns and numbers in 
chronological order. 

2. Semi structured content: 

• Eight columns, each containing a mix of two suits in the same colour: red (♥/♦), black (♠/♣), 

green (♀/♂) and blue ( ■/●). 

• Four to eight cards in each column (randomly chosen), six on average. 

• Random order of numbers and icons within each column. 

 
Figure 22: A semi structured map from Experiment 1: Suits of same colour mixed within columns and 
numbers randomly ordered. 
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3. Randomly ordered content: 

• Seven columns. 

• Four to eight cards in each column (randomly chosen), six on average. 

• Fully random order of cards. 

 
Figure 23: A random map from Experiment 1: Totally random order of cards.  

We designed 12 different maps for the experiment: 3 differently structured maps for each of 4 

navigation techniques. This was intended to prevent a learning effect and to ensure that the tasks 

were solved based on exploration rather than recognition. 

 

The tasks were designed to produce quantitative as well as qualitative data, allowing comparison of 

the NTs. The tasks in this experiment (as well as in the second experiment) can be compared with 

Plaisant et al.’s taxonomy of visual browsing behaviour, used for instance by Baudisch et al.: 

 

“image generation (e.g., graphic design), open-ended exploration (e.g., submarine 

remote operated vehicle ROV operation), diagnosis (e.g., mechanical engineering), 

navigation (e.g., gamers, ROV), and monitoring (e.g., air traffic control).” 72

The first type of tasks in our experiment required the user to find a specific card: Find the 7 of 

hearts, 2 of diamonds, etc. These tasks are comparable to the definition of open ended exploration:  

                                                        

72 Baudisch, P. et al. (2002) p. 2 
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“The overview of the space being explored is not always complete or even available 

since it is explored for the first time. The navigation needs to be fast and the user 

interface quickly mastered” 73  

There is a slight difference between this definition and the tasks in our experiment. In Plaisant’s 

definition the overview is the goal itself; in our experiment the overview is the means to an end, 

which is finding the specific target. We therefore chose to call this type of task, in our experiment, 

target exploration. 

The second type of task was to find and count all cards of a specific type: How many 8’s are there? 

How many hearts are there? etc. These tasks required the subject to scan through the entire dataset 

to find the correct answer and can be directly compared to the definition of diagnostics:  

“Most of the time is spent panning the image, looking for patterns, therefore panning 

speed is crucial, so is coverage as skipping part of the image can result in the wrong 

diagnosis. But a complete automatic scan can also lead to boredom and errors.” 74  

All tasks in the test required planar movements (panning) to a large extent, as only 3x3 cards 

were visible at each time, although in one navigation technique these planar movements were 

only achievable by zooming in and out (showing more cards than 9). 

Navigation techniques 

As mentioned 4 navigation techniques were tested by solving tasks in the maps. Three of them 

employed navigation by panning and one by zooming.  

Pan 1: Scrolling 

This NT allowed the subjects to scroll through the information both horizontally and vertically, by 

placing the mouse cursor near the edges of the active field. The closer to the edge the cursor was 

placed, the faster the scroll speed. We chose to call this interaction “edge scroll” and discuss it 

further in Chapter 3.3. The reason for testing this type of pan was primarily that it seemed a viable 

idea for implementation in a gaze-controlled interface.   

                                                        

73 Plaisant, C. et al. (1995) page number missing   
74 Plaisant, C. et al. (1995) page number missing 
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Pan 2: Grabbing 

In this NT the subject could move the map by grabbing it with the left mouse button, and drag it 

around. On releasing the mouse button the movement stopped. 

However, in our implementation using a Flash application within a browser window the active field 

was smaller than the screen, and the grab only functioned properly within the application. As a 

result releasing the mouse button outside the active field was not registered, requiring the subject 

to click once within the active field to “release” the map. Even though subjects were made aware of 

this when the NT was introduced to them, this behaviour still proved to be an annoyance.  

Pan 3: Cylinder 

The third pan NT was an attempt at exploring ideas about an navigation equivalent to a Rubik’s 

cube. The subjects navigated through the information by controlling intertwining cylinders. There 

was a primary horizontal cylinder, controlled by panning left and right, which affected the entire 

map in a continuous loop. Vertical scrolling only affected single columns, also in a loop. 

 

Figure 24: A schematic visualization of the cylinder navigation technique in experiment 1. Horizontal 
scrolling affects the entire content. Vertical scrolling only affects a single column at a time. 

Zoom: 

In this NT we implemented a zooming option, based on the code we received from Aza Raskin that 

later became fundamental to our second round of experiments. The subjects used both a mouse 

and keyboard; pointing with the mouse and zooming in or out by using the up and down arrows on 

the keyboard. 

Our intention was to get a sense of zooming as an isolated navigation technique, and we therefore 

took measures to ensure semantic zooming. To begin with we included no option for panning and 

secondly we weakened the advantage of gaining a perspective, by exponentially scaling the 

numbers down when zooming out. As a consequence, having a perspective of the whole map meant 

that the numbers were invisible. This design forced our subjects to use zoom as a means of 
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navigating from one location to another.  The following images display this behaviour, with the 

dashed rectangle representing the area showed in the first image. 

 
Figure 25: The behaviour of the semantic zoom in experiment 1: Initially the numbers and icons are 
equal in scale (left). On zooming out the numbers are scaled down exponentially faster than the icons 
(middle). Before gaining a perspective of the whole map the numbers have completely disappeared 
(right).  

Apparatus 

We conducted the study on a system running Windows XP with a Pentium 4, 2.0 GHz processor, 

512 MB RAM, a 64MB GeForce4 MX 420 video card and a 17 inch monitor at a resolution of 

1280x1024 pixels. The test itself was developed using Macromedia Flash 8 and ran in a Flash 

Player 8 within an Internet Explorer browser.

Procedure 

There were 12 test subjects (4 females) between the age of 23 and 35 who participated in the study. 

All of our subjects were right handed. They were all frequent users of computers and needed no 

introduction to the use of mouse or keyboard. 

The experiment took from 40 to 60 minutes depending on the subject. There was a general 

introduction welcoming the subject and explaining the overall procedure. The three different types 

of maps were presented along with a brief introduction to the type of tasks they would encounter. 

There was one block of tasks relating to each of the 4 navigation techniques. At the start of each 

block the subject was introduced thoroughly to the NT and was allowed to experiment with it at 

will.  

After each block the subjects were asked about their likes and dislikes with the technique and how 

well they had gotten a sense for the location of cards within the map. After completing the test 
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subjects were asked a few questions regarding possible applications for the different NTs. (See 

Appendix D for full script)   

All task times were measured by the subject starting and stopping each task and automatically 

logged. The moderator also logged approximate task times (in case of problems in the test process) 

and registered any errors in the answers given by the subjects.  

Results 

The results and general observations from this first experiment were influential on the context and 

design of the second round of experiments. Presented below are some of the most important 

findings, with more data presented in Appendix A. 

For clarity the results are presented in charts without error bars, but standard deviations in our 

tasks were typically in the region of 20-40% of the mean results. 

Single target exploration in different types of maps
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Figure 26: Experiment 1: Average task times for finding a specific target in different types of maps, 
using the four navigation techniques (scroll, cylinder, grab and zoom). 

Figure 26 shows the average time for all single target exploration tasks, such as finding the 3 of 

diamonds. It reveals that, without the benefit of perspective and the ability to pan, zooming is 

relatively inefficient.  It also shows that the cylinder NT is quite efficient in structured maps, but 

completely sub par in random maps. The results for panning with edge-scroll and grabbing are 

practically identical. 
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Diagnostic navigation tasks (certain values) in different types of maps
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Figure 27: Experiment 1: Average task times for counting cards of a certain value in different types of 
maps, using the four navigation techniques (scroll, cylinder, grab and zoom). 

Figure 27 shows the average times for tasks asking the subjects to count cards of a certain value, 

such as: How many 7’s are there on the map? These were diagnostic tasks which required the 

subject to scan the entire body of information. 

Once again the results for the grabbing and scrolling NT are almost indistinguishable. The 

semantic zoom function again shows the worst performance, closely followed by the cylinder NT. 

Even if the cylinder NT performed marginally better than zoom it was by far the least preferred by 

the subjects in general:  

“It was really terrible, it took me a long time to before I could orient myself”  
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Diagnostic navigation tasks (certain suits) in different types of maps
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Figure 28: Experiment 1: Average task times for counting cards of a certain suit in different types of 
maps, using the four navigation techniques (scroll, cylinder, grab and zoom). 

Figure 28 shows the average times for tasks asking the subjects to count cards of a certain suit, 

such as: How many hearts are there on the map? These were diagnostic tasks which again required 

the subject to scan the entire body of information. 

As solving this kind of tasks was trivial in the fully structured maps, they were only conducted in 

semi structured and random maps. 

Since the icons representing the suits stayed clearly visible when zooming out, the strength of 

viewing the whole map is clear in the results from the zoom NT. 

The cylinder technique again proves to be an inefficient way of solving diagnostic tasks. 

Discussion and findings 

This first experiment was conducted in order to explore the field of navigation techniques, 

especially in relation to pan and zoom. The findings and the general observations from this study 

have been essential in the design of our second round of experimenting in which gaze and mouse 

interaction are compared.  

The zooming in this test was implemented semantically in an attempt to isolate zoom movement as 

a navigation technique. It was no surprise that the limited benefit of the overview and the difficulty 

of a systematic search through the map without a pan option clearly shows in the results. 
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The idea of implementing the zoom NT semantically was intended to work against the approach of 

zooming out to an appropriate scale and answering all questions from there. Our experiences from 

this first experiment led to an attempt of designing the information space for the second round of 

experiments in a way that forced subjects to zoom in and out. 

Comparing the results for the two panning options; edge-scrolling and grabbing, indicates that the 

differences between them were insignificant.  This confirmed our intention of pairing them against 

each other in a potential gaze/mouse test, with the edge-scroll as a candidate for gaze-controlled 

panning. The subjects showed mixed preference; some preferred grabbing and others preferred 

scrolling.  

The fact that the information in this test was laid out in a single plane and ordered in rows and 

columns had a great bearing on the navigation strategies employed by the subjects. This 

emphasized the need for considering the mutual influence between data, visualization and 

navigation techniques. 

Some of the tasks in the experiment required the subjects to look through the entire dataset in 

order to solve them. This type of task is well known from real life scenarios (e.g. Plaisant’s 

definition of diagnostics). However, we noted that the results from these tasks were greatly 

dependent on the individual subject’s level of self-confidence. Some simply examined the data once 

and were quite sure in their answer, while some went through the data 2 or 3 times before 

answering. 

In summation the first experiment revealed interesting facts about three distinct areas; zooming, 

panning and information visualization, all observations which were instrumental in designing the 

second experiment.  

3.2 The context of the second experiment 

Inspiration 

The main focus of our second experiment was examining pan and zoom navigation (PZN) in gaze-

controlled interaction and comparing it with an equivalent mouse-controlled navigation technique 

(NT).  

Inspired by the initial test round we wanted to explore to a greater extent the possibility of applying 

a sense of depth in a zooming interface, in order to exploit the possibilities of zooming movements.  
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When designing the environment and navigation techniques for our second experiment, Aza 

Raskin’s implementation of a zoomable interface was a great source of inspiration. Here the 

information is presented in different scales, giving the sense of multiple layers and facilitating 

exploration and discovery as the user interacts with the space. 75  

Below is an attempt to visualize the zooming experience of this particular design, which uses 

continuous geometric zoom in a multiscaled information space. The red circles represent the points 

which are explored on the subsequent images. 

  

Figure 29a: The initial view of Aza Raskin’s 
zoom demo.  

Figure 29b: Zooming in on an area of interest; 
more details of new information become 
apparent.  

  

Figure 29c: Zooming further into the 
information space.  

Figure 29d: The user reaches the lowest level 
of information detail in this particular area.  

 

Our goal was to create a similar experience of exploration in designing our information space and 

implementation of navigation techniques. 
                                                        

75 http://rchi.raskincenter.org/demos/zoomdemo.swf 
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Information space and tasks  

The idea of abstract content prevailed, because it allowed the focus to be on navigation rather than 

the specifics of solving a “real-world” task with explicit content (e.g. biological data or other specific 

graphical data). 

“Lego bricks” possessed the desired qualities that allowed us to work with highly visual 

multidimensional nodes. Each brick can be defined by three different dimensions of size; height 

(half or one third), width and length. They can be of various forms (e.g. slanted or curved) and 

facilitate both examination that can be done at a glance (e.g. noting colours) and requiring closer 

inspection (e.g. counting the pegs of large bricks). Adding different colours gives the possibility of 

designing an information space that is both familiar and complex.  

 

Figure 30: An example of the ”Lego bricks” we use as data in our second experiment, demonstrating 
the variety this dataset allows. 

Inspired by our experiences from the first experiment, we again wanted the content and its 

structure to require as little analysis as possible.  The gestalt grouping principles of colour, 

proximity and size were therefore used when designing the maps and subsequently the tasks. This 

resulted in tasks that only required a low level of cognition, allowing us to focus on interaction 

rather than comprehension. 

To fully explore the potential of pan and zoom navigation, we tried to structure the information 

space so that subjects were required to move in the third dimension of depth when solving the 

tasks.  
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In the initial study the diagnostics tasks, requiring the subjects to search through the entire data 

content, turned out to be more dependent on the individuals’ confidence level than the navigation 

techniques tested. Therefore we made the decision to move away from that type of tasks, replacing 

them with what we call visual inspection tasks.  

As with the diagnostics tasks the subjects are required to look for patterns and nodes of relevance 

(in this case a sequence of specified bricks). However, unlike the diagnostics task, the visual 

inspection task only requires the collection of enough data of a certain criteria, rather than all data.  

Pilot study 

Before conducting our second experiment, we tested our implementation and tasks on a few 

subjects in a pilot study. The subjects of this pilot test attempted to solve some tasks using gaze 

interaction with and without a cursor indicator of the point of interest. The conclusion was to 

totally remove the cursor as it distracted the subjects from the underlying elements and revealed 

even the slightest miscalibration of the eye-tracker, disturbing the subjects. The same observations 

have been made in other studies of gaze interaction. 

”Subjects explained that they were particularly annoyed when they noticed that the 

pointer symbol failed to follow their fixation points accurately.” 76

The pilot study also revealed that subjects were quickly able to gain perspective of the whole map, 

so the map was enlarged several times to provide a more challenging navigation experience. 

Eventually the decision was made to make one huge map in which all tasks, in all NT, by all 

subjects were solved (see Figure 31).  

The advantage of a single large map was that the tasks could be more complex and having all 

subjects solve tasks in the same information space, removed the variable of map design as a factor 

in the results. The disadvantage of a single map was a possible learning effect as subjects became 

more familiar with the content, but we hoped the size of the map (with approximately 2000 bricks) 

would counteract this. In fact, the results of the second experiment indicate that there was no 

noticeable learning effect. 

The pilot study also demonstrated the subjects’ preference for trying to solve the tasks at the 

surface of our map, that is; rather than explore the depth of the map they tried zooming out and 

                                                        

76 Hansen, John P. et al. (2003) p. 6 
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finding the requested bricks in the topmost layer. As a consequence we thoroughly redesigned our 

map, ensuring that of the requested bricks, no more than half could be found without zooming into 

the lower layers. (The construction of our map is described in more detail in the next chapter.) 

Since most of the tasks were based on colour recognition it was clearly necessary to ensure that 

none of our subjects had trouble distinguishing colours – so a colour blindness test was devised.  

 

Figure 31: An overview of the whole map used in the second experiment, containing approximately 
2,000 bricks in eight colours. 

3.3 Test design for the second experiment 

In our second round of experiments we tested four navigation techniques; two mouse-controlled 

and two gaze-controlled, with the intention of evaluating them pair wise to draw conclusions about 

the potential of  gaze-controlled pan and zoom navigation. 
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Tasks and dataset 

As previously discussed, we chose to conduct our testing using an abstract visual dataset of groups 

of “Lego bricks” in two different types of tasks: 

1) Find-tasks (Visual inspection tasks): 

The majority of the tasks in the test were what we choose to call “find-tasks”, where subjects were 

asked to find seven bricks according to a given criteria, such as 7 yellow bricks with two pegs. The 

find-tasks were conducted on the large map with brick groups in primarily one colour but with 

some “misplaced” bricks of other colours also present in the group. 

 

Figure 32: An example of a colour group, predominately yellow. This group contains three yellow 
bricks with two pegs, two misplaced red bricks, three misplaced green bricks, etc. 

There were two kinds of find-tasks; finding 7 bricks of a certain colour with 2 pegs, and finding 7 

misplaced bricks of a certain colour (see Figure 32). The bricks were of eight colours, whereas the 

tasks only involved four of the colours – the other four colours being used as noise. To avoid 

ambiguity all diagonally slanted bricks with two pegs were coloured in one of the neutral noise 

colours. 

Besides the groups in our primary layer there were also groups on three “lower” layers, each layer 

approximately 1/4th of the scale of the layer above. As a navigational aid, all groups in the lower 

layers were gathered in 8 clusters on the map, each cluster containing three groups in different 

layers. 

As in many zoomable interfaces our definition of a 100% scale is arbitrary, but for the purposes of 

this paper we have chosen to designate the initial zoom level as 100%. Subjects started each task at 
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the same location (and scale) of the map and navigated from there. By zooming out to a scale of 

approximately 25% the whole map became visible, and by zooming beyond 100% the “deeper” 

groups could be explored. Figures 33a to 33d give an indication of how the details of the map are 

layered; each image shows a further zoom into the centre of the previous image. 

  

Figure 33a: Screenshot showing an overview of 

the whole map (25%) 

Figure 33b: The area marked in Figure Xa 

shown at initial zoom (100%) 

  

Figure 33c: A cluster at zoom level approx. 

500% 

Figure 33d: A cluster at zoom level approx. 

2400% 

 

The map was designed to ensure that no task could be completed by only exploring the primary 

layer, exploration of at least one lower cluster was necessary. For each task there were 13 bricks of 

the requested type on the map, but subjects were asked to find 7 of them.  

Subjects counted out loud the number of bricks they found and stopped the task themselves after 

finding 7 bricks, by pressing the spacebar. As discussed later, there was no formal registration of 

errors, but informal notes were taken by a test observer.  
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2) Target-tasks (Target exploration): 

The other type of tasks we chose to call target-tasks. These tasks were designed to measure 

precision and efficiency without the element of exploration. Subjects were asked a question, which 

required them to take two steps, for instance: “How many misplaced bricks are in colour 1?” The 

subject then had to zoom in at the tip of a numbered arrow (in this case number 1) and find a 

coloured brick, after which to zoom in at the tip of the matching coloured arrow to find the group 

containing the answer.  

 

Figure 34: Schematic representation of a target task: At the point of arrow number 1 a grey brick 
reveals it colour when zooming past 20,000% magnification (in this case red). At the bottom of the 
correspondingly coloured arrow a blurred group of bricks reveals its details when zooming past 
20,000% - allowing the subject to count the requested type of bricks. 

In effect the target-tasks consisted of three steps: 

1. Zooming in on a specific location to a magnification of approx. 20,000% 

2. Zooming back out to approx. 100% in order to gain an overview 

3. Zooming in on another location, based on the information found in step 1, to a 

magnification of approx. 20,000% and answering the posed question. 

Figure 34 gives an overview of the steps involved in solving such a “target-task”. The tasks either 

involved finding misplacements or counting the number of slanted bricks in a group. (For instance, 

in the bottom-right image in Figure 34 there are 5 misplaced bricks.) The subjects were asked to 

give verbal answers and then to stop the time by pressing the spacebar. 
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Types of mistakes encountered 

As in any form of interaction, watching our subjects navigate within the map there are various 

types of mistakes that they can make: 

• Misunderstanding the task at hand. This was counteracted by allowing the subjects to solve 

some practice-tasks and if a subject e.g. forgot what colour to look for the moderator helped 

restart the task. 

• Getting lost. The subject may loose track of what areas of the map she has explored and 

which not. This may result in confusion or in the recounting of targets.  

• Overlooking clues. The subject may not pay attention to a group of bricks or choose not to 

explore a group further, although there are indications that some of the requested targets 

might be found there. 

• Overlooking targets. The subject may not notice bricks that fulfil the requested criteria even 

though they are visible onscreen.  

• Recounting targets. Since there is no visible indication of which bricks have been counted, 

there is the chance that a subject may count the same brick twice without noticing.  

Of these types of possible mistakes we feel that only the last one can bee seen as a direct error in 

the context of our tasks. As the subject is only asked to find about half of the bricks that are present 

on the map fulfilling each criteria, overlooking targets leads to less effectiveness in solving the task 

but does not constitute a wrong answer. 

Since there is no direct selection of targets (e.g. by clicking on them), neither the testing application 

nor the subjects have any inconclusive way of determining which bricks have been counted and 

which have not, so the subjects have to use the location of groups to memorize which have been 

explored and which not. Although this is typical for many real-life tasks involving passive exploring 

it is clearly problematic when it comes to logging errors. 

Keeping track of error-rates is a key element in all interaction research, but in the case of our test-

setup, to non-ambiguously register all instances of recounting would have required us to combine: 

• Recordings of the visible bricks, both in terms of location and scale. 

• Registrations of the gaze of our subject. 

• An audio recording of the subject counting out loud. 

  57 



   

Although all of these are technically feasible, the reviewing of all factors combined would have been 

far too labour-extensive for the timeframe of our project. Therefore we chose to limit any 

registering of mistakes to written test notes. 

Navigation techniques 

We tested four navigation techniques; two mouse-controlled (NT1 & NT2) and two gaze-controlled 

(NT2 & NT3). 

Aza Raskin’s design was not only an inspiration in the design of the information space, but also 

served as the foundation for our view of a well-implemented pan and zoom navigation. It retains 

the advantage of perspective in a continuous zoom, controlled by the keyboard, and allows panning 

by grabbing and dragging the information space. This navigation technique (NT2: Mouse; 

pan+zoom) was deemed the mouse-champion as it represented an effective way of using mouse 

interaction in a zoomable interface.  The reason we chose this and not a mouse navigation 

technique with edge-scrolling, was that we found it interesting to test gaze against an existing 

implementation.  

For comparison we chose a more common PZN such as the one implemented in Adobe Photoshop 

and Adobe Acrobat Reader, where the user is required to select a tool and change either the mode 

or at least sustain a quasi-mode (e.g. Jef Raskin’s discussion), by either selecting the pan, zoom-in 

or zoom-out option from a toolbar, accessing it from a sub-menu or familiarizing oneself with the 

shortcuts. This type of navigation technique (NT1: Mouse; toolbar) constituted our other mouse 

control. Because we tried to emulate how first time users would interact with the system, we chose 

a version were the subject selects the modes onscreen and not to test a modal pan/zoom navigation 

technique based on keyboard shortcuts.  

For the gaze-controlled NTs the goal was to create a PZN which could rival the mouse-champion. 

The results from our first test showed that the difference in task times between the edge scrolling 

and grabbing with a mouse, were insignificant. The original intention of implementing the edge 

scroll as the panning option was upheld, thereby creating the gaze-challenger navigation technique 

(NT4: Gaze; pan+zoom), using the zoom behaviour of the mouse-champion and replacing grab 

with edge scroll for panning. This could also have been tested with stepwise zoom, to establish the 
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preference of users. However, we relied on claims that a continuous zoom was superior because of 

the absence of potential discomfort.77

Results from the first experiment seemed to expose a shortcoming of zoom as the only means of 

navigation when systematically exploring a planar interface. A reason for this is the difficulty in 

exploring the immediate context of a target; which is where panning appears most useful. As an 

attempt of measuring the importance of panning, the second gaze navigation technique was a zoom 

implementation without a panning option (NT3: Gaze; zoom), otherwise identical to NT4. In both 

gaze-techniques the zooming mechanism is the same as in NT2. 

We are effectively dealing with three dimensions; input devices (mouse/gaze), type of zoom and 

type of pan. The combinations of these dimensions that we chose to implement in our tests are 

displayed in the following table: 

 Mouse Gaze 

 Zoom: Zoom: 

Pan: Stepwise Continuous Stepwise Continuous 

Grab NT1 NT2   

No pan    NT3 

Edge scroll    NT4 

 
Figure 35: The combinations of input device, pan and zoom techniques making up the four navigation 
techniques NT1 to NT4 in the second experiment.  

Since there are many variables in our navigation techniques, designing a test that isolates each one 

would have been far too ambitious for our limited time frame. Therefore we chose to compare them 

pair wise; the two mouse NTs to support our selection of a mouse-champion, the two gaze NTs to 

measure the importance of pan, and finally the mouse-champion with our gaze-challenger to 

evaluate the potential of gaze controlled PZN. 

Zoom:  

All our zoom interactions are based on Flash ActionScript code by Aza Raskin. In his original 

implementation zooming in and out is done by pressing keys on the keyboard as we do in three of 

our navigation techniques. Each registered key press results in a magnification of 107% (or 93% 

                                                        

77 Plaisant, C. et al. (1995)  
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when zooming out). As our application ran at 45 frames per second, zooming continuously in for 

one second resulted in a 2100% magnification (1.07 45 = 21.00). 

In Raskin’s implementation the map is slightly shifted in relation to the position of the cursor when 

zooming in or out; if the cursor is held over an object on the right hand side when zooming in, the 

whole map is shifted to the left resulting in the object moving towards the centre. This behaviour 

helps users zooming in on any object of interest visible on the screen without having to adjust the 

zoom by panning. If the cursor is held in the centre of the screen while zooming no shift occurs. 

Zooming out this effect is reversed, so that by holding the cursor to the right of an object it moves 

“back” to the right. This behaviour surprised some of our subjects, but with the exception of the 

NT3 (gaze; zoom) navigation technique they could easily compensate by panning when needed. 

Subjects had a choice of either using the up and down arrows on the keyboard or ‘W-key’ and ‘S-

key’ for zooming. All subjects were right-handed and all but two chose to use W+S after trying out 

both options. Our choice of W+S was based on the classic WASD key configuration of controls in 

computer games, but this turned out to be flawed in that gamers usually use the same finger for 

moving forwards (W) or backwards (S) while our subjects kept two fingers on the keys, resulting in 

a slightly awkward positioning. Using for example W and D would probably have been more 

comfortable. In the navigation technique NT1 (mouse; toolbar) we used the same code but 

modified it for stepwise zooming.  

Pan:  

In our mouse based NT panning was done by mouse drags, resulting in a 1:1 panning; that is 

moving the cursor n pixels resulted in the map also moving n pixels. 

In our navigation technique NT4 (gaze; pan+zoom) we used “edge-scroll” for panning. In our 

implementation of edge scroll, there were two horizontal scrolling areas on each side (1/4 of the 

screen width) and similarly two vertical scrolling areas at the top and bottom of the screen. 
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Figure 36: Scrolling areas in edge-scrolling; moving the cursor into the scrolling areas results in a 
panning motion with the speed related to the cursor’s distance from the centre.  

When the (invisible) cursor enters the scrolling areas the map shifts horizontally and/or vertically. 

The panning speed was a square function of the distance from the centre, for horizontal scrolling 

ranging from 180 pixels/sec to a maximum speed of 740 pixels/sec. and for vertical scrolling the 

range was from 140 pixels/sec to 560 pixels/sec. (The difference lies in the 5:4 format of the screen, 

although partially compensated for in our formulas.) Horizontal and vertical panning were 

independent of each other, thereby enabling diagonal panning. 

Edge scroll is well suited for gaze interaction, as gazing at an object at the right of the screen shifts 

the object towards the centre where the scrolling then stops and the object can be studied as long as 

it remains the area of interest and the gaze is held within the centre area. This behaviour is 

noticeably effective while zooming, but the downside is that glancing at multiple objects may cause 

unintended movements when objects are near the edges of the screen. Another downside is that 

any additional information, such as an added overview, would be problematic to place near the 

edges of the screen because the process of orientation and the action of navigation would coincide. 

In our implementation there were no visual indicators of where the scrolling areas were located; 

subjects were simply told that there were invisible scrolling areas near the edges. 

NT1 (mouse; toolbar): 

Our first mouse-controlled navigation technique was based on the well known pan/zoom 

navigation (PZN) approach of using a magnifying-glass-tool for zooming and a hand-tool for mouse 
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dragging. In our implementation there were separate tools for zooming out and in, with no 

keyboard shortcuts available to the subjects for switching between them.  

The toolbar buttons were located in the upper left corner of the application, with each button 

measuring 75x75 pixels. The active mode was displayed by changing the mouse cursor to a cursor 

representation of the current tool (20x20 pixels). 

 

  

Figure 37: The initial view using NT1. 
The toolbar is located in the upper left 
corner. 

Figure 38: The toolbar used in NT1 compared for 
size with the toolbars from Adobe Photoshop 
(middle) and Adobe Acrobat (left). 

 

Each click with the magnifying tool enlarged the underlying map by a factor of 170% when zooming 

in and by a factor of 60% when zooming out. Dragging with the hand tool resulted in a 1:1 panning. 

NT2 (mouse; pan+zoom): 

Our other mouse navigation technique was based on the code we received from Aza Raskin. Here 

zooming in and out was performed by pressing one of two keys on the keyboard (W or S). While 

zooming the map can be shifted by moving the mouse as previously described. Grabbing the map 

was simply done by using the mouse button, as no changing of mode was necessary, resulting in a 

1:1 panning. 

NT3 (gaze; zoom): 

The zooming in both our gaze-controlled navigation techniques was exactly the same as in NT2 

(mouse; pan+zoom), the only difference being that the location of the “mouse cursor” was 

controlled by gaze. In NT3 subjects had no panning option, so planar movement was only achieved 

by zooming out to gain perspective and then zooming back in on the intended target of interest. 
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After some experimenting we removed all visual representations of the cursor in our gaze-

controlled implementations as it distracted our pilot subjects from the underlying elements. 

NT4 (gaze; pan+zoom):  

This navigation technique was the same as NT3 except for the added panning option in the form of 

edge-scroll, as previously described. 

The starting view in NT2, NT3 and NT4 was practically the same as shown in Figure 37, with the 

toolbar removed. In the gaze-controlled navigation techniques the pointer symbol was hidden, 

while NT2 used a standard arrow pointer. 

Hypotheses 

Based on our previous discussion about the drawbacks of modes (Chapter 2.4) and the time and 

effort needed to select a new tool (changing the interaction mode) we assumed that the navigation 

technique NT1 (mouse; toolbar) would perform worse than the more fluid NT2 (mouse; 

pan+zoom). 

When comparing NT3 (gaze; zoom) and NT4 (gaze; pan+zoom) we expected the performance to 

suffer when removing the panning option. A preliminary guess was that the difference would be in 

the order of 20-40%.  

The most interesting comparison would be between mouse-controlled PZN implementation (NT2) 

and our adaptation for a gaze PZN (NT4). Based on the familiarity all our test subjects had with 

mouse usage we expected the mouse-champignon to perform somewhat better than gaze-

challenger. 

Therefore our hypotheses were as follows: 

H1: The NT2 (mouse; pan+zoom) interaction technique will perform markedly better 

than NT1 (mouse; toolbar).  

H2: Removing the panning will result in NT3 (gaze; zoom) performing worse than NT4 

(gaze; pan+zoom).  

H3: Familiarity with mouse control will result in NT2 (mouse; pan+zoom) performing 

better than NT4 (gaze; pan+zoom). 
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Apparatus 

We conducted the study on a system running Windows XP with a Pentium 4, 3.6 GHz processor, 

1GB RAM, a 256 MB Raedon X600 video card and a 17 inch Tobii 1750 eye-tracking monitor 

configured at a resolution of 1280x1024 pixels. The Tobii 1750 eye-tracker has a 50Hz sample rate. 

The application MyTobii 2.0.0 was used to allow controlling the system pointer with gaze, it was 

set at mouse speed 95% and at fixation sensitivity 95%. The test itself was developed using 

Macromedia Flash 8 and ran in a Flash Player 8 within an Internet Explorer browser. 

Design 

The test took approximately 50 minutes to complete and consisted of a general introduction and 4 

blocks of tasks. In each block the subject was introduced to one navigation technique and after a 

few practice tasks solved 6 find-tasks and 2 target-tasks using this navigation technique. 

Each subject was allocated one of four test sequences (with four subjects completing each 

sequence). The test sequences determined in which order the subjects experienced each NT and 

was used to lessen any carry-over (or learning) effect. For instance; out of the 16 subjects, 4 had 

NT1 in their first block, 4 had NT1 in their second block, etc.  

For efficiency the gaze-controlled navigation techniques were grouped together either in the first 

two or last two blocks, so that the eye-tracker only had to be calibrated once for each subject. 

Procedure 

16 subjects (5 females) between 23 and 47 years of age voluntarily participated in the study. All 

subjects were right handed and all males were tested for colour blindness.78 Three of our subjects 

had some experience of gaze interaction, others none. 

Our male subjects took a short colour blindness test, a classic dotted number representation 

test(see appendix F), at the start of the experiment, which they all passed. After a brief introduction 

to the test, subjects were introduced to their first navigation technique.  

                                                        

78 The percentage of women suffering from colour blindness is less than 0.5%. 
http://www.healthatoz.com/healthatoz/Atoz/ency/color_blindness.jsp 
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In each block there was an introductory session before conducting any real tasks. In this session 

subjects got a presentation of the navigation technique, followed by two practice tasks to 

familiarize themselves. At the start of the test the moderator also used this introductory session to 

explain the layout of the map. 

Subjects then got 6 find-tasks; first three tasks of finding 7 two pegged bricks of a certain colour, 

followed by three tasks of finding 7 misplaced bricks of a certain colour (the colours being rotated 

between navigation techniques). 

After reading the instructions for each task, the subjects started the task by dwelling over an 

activation-button for two seconds and upon completion of the task stopped the time counter by 

pressing the spacebar. 

Subsequent to completing the find-tasks there were two target-tasks. In the first block, subjects got 

two practice tasks, introducing them to this type of tasks. In subsequent blocks subjects went 

directly to the real target-tasks. 

Upon completing all 8 tasks in each block, subjects were asked to evaluate the navigation technique 

on three parameters; general comfort, perceived speed and how confident they felt in their given 

answers. At the end of the test, after experiencing all navigation techniques, subjects compared 

their evaluations and modified if needed. (For full script, see appendix E) 

Measures 

For all tasks performance measures were based on automatically logged timing. As previously 

discussed we did not collect accurate error data, nor did we make any attempt at logging how 

subjects navigated the maps (besides our own test notes). 

The reason for not collecting more data was primarily our emphasis on navigation rather than our 

subjects’ precision and accuracy.  
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4 Empirical results 
As described in Chapter 3.3, the subjects were asked to perform two types of tasks; find-tasks of the 

types “find 7 bricks of a specific colour with 2 pegs” or “find 7 misplaced bricks of a specific colour” 

and target-tasks involving finding a answer by zooming in on two known locations. 

In the find-tasks a certain element of chance was involved, as subjects in some cases “struck gold” 

and found the requested bricks early but in other cases had to spend a long time moving around on 

the map. In all there were 6 find-tasks for each navigation technique and in order to limit the 

variations due to chance, we used the combined times for the six tasks for each subject/technique 

combination in our calculations. 

There were 2 target-tasks which were mainly aimed at measuring direct navigational speeds; in 

theory eliminating any element of chance. We used the combined times for the two tasks for each 

subject/technique combination when dealing with target-tasks. 

As previously described we compared four different navigation techniques; NT1 (mouse; toolbar), 

NT2 (mouse; pan+zoom), NT3 (gaze; zoom) and NT4 (gaze; pan+zoom). In the following chapters 

we will first present the general results and then proceed to comparing the pairs of navigation 

techniques discussed in Chapter 3.3. 

4.1 General results 

All our time measurements were automatically logged in our Flash application and then imported 

into Microsoft Excel for analysis. The testing environment registered the time passed between the 

subject starting and stopping each task, with a precision of 1/10th of a second. 

Unless otherwise stated we use standard deviation as our indicator of variance. In our pair wise 

comparison of navigation techniques we use a paired t-test for evaluating the relations between the 

data collected for the two techniques. 

All navigation techniques: Find-tasks 

When the performances of all our 16 test subjects and all the 4 navigation techniques are 

compared, the time taken to solve the 3 “find 7 bricks with 2 pegs…” tasks in each NT is on average 

145 seconds, and similarly solving the 3 “find 7 misplaced bricks…” takes on average 129 seconds. 

This results in an average of 274 seconds for solving all find-tasks in each NT, what we call a 
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“combined find-tasks time” – or in other words the combined time taken to solve the 6 find-tasks 

for each navigation technique. 

When we plot the combined find-task times for each of the four navigation techniques the results 

are as follow: 

Combined find-tasks
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 NT1 NT2 NT3 NT4 

Average find-tasks time 358 (88) 233 (59) 272 (35) 235 (65) 

 
Figure 39: The average times taken to solve all the find-tasks in each of the four navigation techniques. 
Times are given in seconds, with standard deviation in parentheses. 

As evident from these results, the NT1 (mouse; toolbar) results in the longest task times, with NT2 

(mouse; pan+zoom) and NT4 (gaze; pan+zoom) practically neck-to-neck. 

The results for each navigation technique will be discussed in more detail later in this paper. 

All navigation techniques: Target-tasks 

In a similar fashion we compared the times taken to solve the two target-tasks for each navigation 

technique. These tasks were created to test zooming in and out between two points of interest and 

give an indication of the speeds attainable with each navigation technique, eliminating the effect of 

strategy and chance. 
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Combined target-tasks
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 NT1 NT2 NT3 NT4 

Average target-tasks time 44 (16) 29 (6) 27 (7) 25 (6) 

 
Figure 40: The average times taken to solve the target-tasks for each of the four navigation techniques. 
Times are given in seconds, with standard deviation in parentheses. 

Here NT1 (mouse; toolbar) again proves to be the worst performer, and the gaze-controlled NT3 

(gaze; zoom) and NT4 (gaze; pan+zoom) appear to be slightly faster than NT2 (mouse; pan+zoom). 

The results for the target-tasks will be discussed further when comparing the navigation 

techniques.  

A possible carry-over effect   

Since the find-tasks all take place in the same map it is to be expected that the subjects perform 

slightly better as they get a better feel for the layout of the map and are able to carry over their 

experiences from the previous tasks. 

As described in Chapter 3.4, we tried to counteract any carry-over effect by using four different test 

sequences, rotating the order in which of the four test-blocks the subjects experienced the different 

navigation techniques. That is, out of the 16 subjects, 4 had NT1 in their first block, 4 had NT1 in 

their second block, etc.  

If any carry-over effect is present it should be visible in results for each navigation technique 

improving when it is encountered late in the test, since when starting the fourth block subjects have 

already solved at least 18 similar tasks in the same map. 
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Find-tasks results ordered by techniques and task blocks
(4 subjects in each combination)
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Figure 41: Looking for a carry-over effect in the find-tasks. The results are ordered by navigation 
techniques and task blocks, with 4 subjects in each combination. 

Target-tasks results ordered by techniques and task blocks
(4 subjects in each combination)
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Figure 42: Looking for a carry-over effect in the target-tasks. The results are ordered by navigation 
techniques and task blocks, with 4 subjects in each combination. 

In Figures 41 and 42 the combined find-task times for each navigation technique are divided 

between the 4 blocks in which they could be experienced. For instance the four columns furthest 

left show the task times for NT1 when encountered as the 1st-4th navigation technique in the test. A 

carry-over effect should present itself in a downward slope from the left to the right within each 

group of columns.  
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There are possibly hints of a downward slope for NT2 and NT4 in the find-tasks (Figure 41) and for 

NT3 and NT4 in the target-tasks (Figure 42). However, when taking the standard deviations into 

account it is difficult to find conclusive indications of a carry-over effect. As the data in each 

column only comes from 4 subjects, statistical fluctuations are more prominent than in a larger 

sample and the standard deviations are relatively large. 

It is therefore our conclusion that any carry-over effect should have a negligible effect on the 

accumulated test results. 

Error rates 

As previously discussed we did not attempt any systematic logging of errors, but relied on test 

notes instead. Therefore the following observations should be taken with a grain of salt. 

 In the find-tasks the mistakes that can be classified as errors primarily consist of counting the 

same bricks twice. We can roughly estimate that this may have happened in approximately 5-8% of 

the find-tasks and these errors were not more likely to occur in the gaze-controlled techniques.  

In the target-tasks, counting the bricks incorrectly, according to the requested criteria, would 

constitute an error, but we did not notice any instances of this. 

4.2 Comparisons 

Comparison: Mouse-control (NT1 & NT2) 

In our test we tested two mouse-controlled navigation techniques; NT1 (mouse; toolbar) and NT2 

(mouse; pan+zoom). As described in Chapter 3.4 in NT1 subjects chose tools from a small toolbar 

containing a zoom-in-tool, zoom-out-tool and a hand-tool for panning. In NT2 the subjects used 

the W and S keys to zoom in and out at the location of the mouse, and could at any time “grab” the 

map for panning. 

As we had expected, the tool-based NT1 turned out to be slow and inconvenient. Our subjects 

complained over the time it took them to switch between tools and frequently forgot what “mode” 

they were in and accidentally zoomed when they wanted to pan (or vice versa), even if the active 

tool was clearly indicated in the form of the cursor. This implementation is clearly problematic; 

requiring much cognitive reflection as a consequence of the explicit modes (Hick’s law) and the 

extensive amount of mouse movements for choosing a new tool (Fitts’ law). 
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NT1 & NT2: Combined find-tasks
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NT1 & NT2: Combined target-tasks
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 NT1 (mouse; toolbar) NT2 (mouse; pan+zoom) Δ 

Find-tasks 358 (88) 233 (59) +54% 

Target-tasks 44 (16) 29 (6) +51% 

 
Figure 43: Comparison of NT1 and NT2: The average times taken to solve all the tasks for each 
navigation technique. Times are given in seconds, with standard deviation in parentheses. The 
difference is calculated as percentage of NT2. 

As the chart and table show, solving the tasks using NT1 took on average between 51 and 54% 

longer than when using NT2. 

To verify that any difference in means between two navigation techniques is statistically valid (and 

not a result of random variations within the test data) we used a t-test (paired two sample for 

means) performed using Microsoft Excel. The key finding from our t-test analysis of the results for 

these two navigation techniques is that there is less than 0.001% chance that the observed 

difference in the find-tasks can be explained by chance alone (p < 1·10-5) and for the target-tasks p 

< 5·10-4. 

Using the data from the t-test analysis we can calculate the confidence interval for the true 

difference between the two techniques. According to our t-test analysis we can be 95% certain that 

the true difference between the two navigation techniques is (53.7 ± 18.6) % for the find-tasks, and 

(51.2 ± 24.3) % for the target-tasks. 

There is more data to be had from the t-test analysis, but we chose to focus on p (assuming a one 

tailed-test) and the confidence levels as our main indicators for the purposes of this paper. (The 

results of all our t-test comparisons can be seen in full in Appendix C.) 
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To summarize; in our test solving tasks using NT1 (mouse; toolbar) took about 51-54% longer than 

using NT2 (mouse; pan+zoom). This confirms our hypothesis H1. 

Comparison: Gaze-control techniques (NT3 & NT4) 

As previously discussed we chose to test two gaze-controlled navigation techniques; NT3 (gaze; 

zoom) and NT4 (gaze; pan+zoom), where the only difference is that NT4 has the option of panning 

by looking towards the edges of the monitor. In our first test round we had found indications that a 

zooming interface without the option for panning seemed troublesome, and our idea here was to 

try and measure how important the panning is for a gaze controlled pan/zoom navigation (PZN).  
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 NT3 (gaze; zoom) NT4 (gaze; pan+zoom) Δ 

Find-tasks 272 (35) 235 (65) +15% 

Target-tasks 27 (7) 25 (6) +9.2% 

 
Figure 44: Comparison of NT3 and NT4: The average times taken to solve all the tasks for each 
navigation technique. Times are given in seconds, with standard deviation in parentheses. The 
difference is calculated as percentage of NT4. 

According to the t-test, p = 0.02 for the find-tasks and p = 0.03 for the target-tasks, so we can 

conclude that there is a distinct difference in the performances of the two navigation techniques. 

The confidence interval calculations give (15.4 ± 14.6) % for the find-tasks and (9.2 ± 10.0) % for 

the target-tasks. 

Since the differences between the navigation techniques are more apparent in the find-tasks, there 

is an indication that the lack of panning has a larger effect in the find-tasks. This was to be expected 
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as the find-tasks involve a lot more planar (vertical and horizontal) movements than the target-

tasks where the most important factor is precise zooming. As the subjects in general had less use 

for panning in the target-tasks the effect of removing the pan is smaller. 

The conclusion for these two gaze-controlled navigation techniques is that without the panning it 

took our subjects 9-15% longer to solve the tasks, with the effect more apparent in tasks requiring 

more complex navigation. So “removing the P” from a gaze-controlled PZN in our case results in 

task times being increased, possibly with as much as 30% (taking the confidence interval into 

account). These findings support our hypothesis H2. Although, it should be noted, in the lower 

extreme of the confidence interval there would be no noticeable difference, disproving the 

hypothesis. 

Comparison: Mouse and gaze (NT2 & NT4) 

As explained in chapter 3.3 our NT4 (gaze; pan+zoom) was an attempt at transforming the 

strengths of the mouse controlled NT2 (mouse; pan+zoom) to a gaze-controlled environment. The 

zooming is directly comparable between the two navigation techniques, but panning is 

implemented differently. 
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 NT2 (mouse; pan+zoom) NT4 (gaze; pan+zoom) Δ 

Find-tasks 233 (59) 235 (66) -1.1% 

Target-tasks 29 (6) 25 (6) +16% 

 
Figure 45: Comparison of NT2 and NT4: The average times taken to solve all the tasks for each 
navigation technique. Times are given in seconds, with standard deviation in parentheses. The 
difference is calculated as percentage of NT4. 
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Somewhat surprisingly (given how accustomed users are to a mouse) in the find-task the results 

are indistinguishable, and in the target-tasks the mouse-controlled NT2 is 16% slower than gaze-

controlled NT4. 

The t-test confirms that the results from the find-tasks are impossible to distinguish with p = 0.45 

and the confidence interval (-1.1 ± 19.8) %. But for the target-tasks the t-test gives p < 5·10-3, 

confirming that the gaze-controlled navigation is in fact faster than the mouse-controlled (15.7 ± 

11.2) %, the true difference ranging from 4.5% to 26.9%. 

Although it is not our intention to compare NT2 (mouse; pan+zoom) and NT3 (gaze; zoom) in any 

detail, results show that in the target-tasks NT2 is about 5.9% slower than NT3. However the t-test 

gives p > 0.1 so this seems inconclusive (5.9 ± 9.7) %. 

These results indicate that the gaze-controlled NT4 (gaze; pan+zoom) is comparable to the mouse-

controlled NT2 (mouse; pan+zoom) and for tasks that put more emphasis on direct zoom than 

planar movements the gaze-control seems more effective than the mouse. These findings are 

counter to our hypothesis H3 as the mouse and gaze appear comparable, and in certain tasks the 

gaze control seems to be faster. 

4.3 Qualitative evaluations of the navigation techniques 

After completing all tasks in each block, we asked the subject to grade the navigation technique on 

three parameters; general comfort, perceived speed and how confident they felt in their given 

answers. We used a point scale from 1 to 5, with 5 points being “very comfortable”, “very fast” or 

“very confident”. At the end of the test, when the subjects had experienced all the techniques, they 

were asked to compare their evaluations and modify if needed. 

 

  74 



   

Average points given (1-5 scale)

0,0
0,5
1,0
1,5
2,0
2,5
3,0
3,5
4,0
4,5
5,0

NT1 NT2 NT3 NT4

Comfort
Speed
Confidence

 

 Comfort Speed Confidence 

NT1 (mouse; toolbar) 2.0 (0.9) 2.0 (1.0) 3.8 (1.0) 

NT2 (mouse; pan+zoom) 4.3 (0.7) 4.1 (0.6) 4.3 (0.6) 

NT3 (gaze; zoom) 2.8 (1.0) 3.1 (0.9) 3.8 (0.7) 

NT4 (gaze; pan+zoom) 3.8 (0.8) 4.1 (0.8) 4.1 (0.7) 

 
Figure 46: The average points given for each navigation technique on a 1-5 scale for three parameters. 
Standard deviation is shown in parentheses. 

As evident from these results NT1 (mouse; toolbar) scores low on both comfort and speed, whereas 

NT2 (mouse; pan+zoom) and NT4 (gaze; pan+zoom) receive very similar scores. Normalizing the 

grades to counteract the inevitable variation resulting from each subject having his or her own 

point of reference gives an almost identical result as that in Figure 46 and is not shown here.  

The grades can also be viewed as indicative of the relative ranking of techniques; that is which 

technique(s) a subject views as being the best, which second, etc.  

Comfort 1st 2nd 3rd 4th 

NT1 (mouse; toolbar) 0 2 10 4 

NT2 (mouse; pan+zoom) 12 3 1 0 

NT3 (gaze; zoom) 1 6 7 1 

NT4 (gaze; pan+zoom) 7 8 1 0 
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Speed 1st 2nd 3rd 4th 

NT1 (mouse; toolbar) 1 3 8 4 

NT2 (mouse; pan+zoom) 11 4 1 0 

NT3 (gaze; zoom) 2 8 5 1 

NT4 (gaze; pan+zoom) 11 5 0 0 

 

Confidence 1st 2nd 3rd 4th 

NT1 (mouse; toolbar) 10 3 3 0 

NT2 (mouse; pan+zoom) 14 2 0 0 

NT3 (gaze; zoom) 8 8 0 0 

NT4 (gaze; pan+zoom) 12 3 1 0 

 
Figure 47: The number of subjects (N=16) ranking a specific navigation technique as the best, second 
best, etc., within each of the three parameters. 

When it comes to comfort NT2 (mouse; pan+zoom) is clearly ranked highest, but in speed NT2 and 

NT4 (gaze; pan+zoom) are indistinguishable. This shows that although subjects find the well 

known mouse more comfortable than gaze-control, they have a sense that NT4 is equally fast (as 

the performance results confirm). 

One of our subjects summarizes this quite clearly:  

“I felt more comfortable using the mouse, but I think this [NT4] was a bit faster, 

although I’m not quite sure why”. 

4.4 Summary of results 

According to our experimental hypotheses our results can be summarized: 

R1: The NT2 (mouse; pan+zoom) interface did in fact perform much better than NT1 

(mouse; toolbar) and was greatly preferred by our subjects. 

R2: In gaze navigation, removing the panning did result in worse performance. The 

difference could be as much as 30%.  
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R3: Contrary to our hypothesis, in our test environment the gaze-controlled NT4 

(pan+zoom) proved to be just as fast as the mouse-controlled NT2 (pan+zoom) and in 

some cases faster, even though the vast majority of our subjects had never experienced 

any form of gaze interaction before. 

4.5 Discussion of results 

Clearly the most interesting result of our testing is the fact that our gaze-controlled navigation 

technique NT4 did not only equal the performance of the mouse-champion navigation technique 

NT2, but did in fact surpass it in the target-tasks.  

As was to be expected the navigation technique of selecting zoom and pan tools from a toolbar 

(NT1) turned out to be the slowest of the four navigation techniques tested. This technique is 

arguably the most common implementation of a pan/zoom navigation, and was included in our 

test as a benchmark reference of sorts. Although it is well known and does only require the use of a 

mouse, its limitations in strict modality and the cumbersomeness of selecting a new mode from the 

toolbar severely limits its effectiveness in the sorts of tasks our test focussed on. 

The navigation technique we chose as our mouse-champion; NT2 (mouse; pan+zoom) solves many 

of the problems of the toolbar technique. By using explicit quasi-modes it eliminates the need for 

choosing a new tool and automatically reverts to a neutral state as the user exits the quasi-modes. 

As an example the zoom-in quasi-mode is entered by pressing the zoom-in key, and as soon as it is 

released the zooming stops. Similarly the familiar quasi-mode of grabbing is entered by holding 

down the mouse button and exited by releasing it. In our implementation the subjects had to use 

both the mouse and keyboard due to the limitations of the Flash Player, but a version only using 

the various buttons on the mouse, and thereby only one hand, is quite conceivable. 

Our navigation technique NT4 (gaze; pan+zoom) was an attempt at transferring the strengths of 

NT2 (mouse; pan+zoom) to a gaze-controlled environment, with the main challenge being the 

implementation of panning. 

In our initial testing of various mouse-controlled techniques we found indications that only 

allowing for zoom (ignoring pan) severely limited the usefulness of the technique, or in other words 

that zoom and pan complement each other nicely. This goes both ways as panning is also more 

flexible when combined with a zoom option. 
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In our email correspondence with Aza Raskin he remarked on this: 

“The problem with most 2D navigation is that pan is never at the right speed; it is either 

too fast or too slow. […] But zooming solves that problem by allowing continuous 

control of panning speed (by narrowing or widening the field of view via zooming in 

and out).” 

The best known panning techniques are probably the use of scrollbars or grabbing, neither of 

which lends itself well for gaze-control. Our implementation of an edge-scroll described in Chapter 

3.3 was an attempt at coming up with a useful gaze-controlled panning (while it is perhaps not as 

appropriate in mouse-controlled situations). Leaving the edge-scroll out in NT3 (gaze; zoom) was 

intended for quantitatively estimating its usefulness in NT4 (gaze; pan+zoom). 

Comparing the performances of NT3 and NT4 in the find-tasks, where the option of planar 

movements was a valuable asset, shows that removing the panning option increases the task-times 

by (15.4 ± 14.6) %  – that is anywhere between 0.8 and 30%. In the target-tasks, where the main 

emphasis is on zooming, leaving out the panning also increases the task-times although not as 

dramatically (9.2 ± 10.0) %. 

As it could be argued that any panning option is better than none, comparing NT3 and NT4 is not 

conclusive about the actual applicability of edge-scrolling. However our main findings that NT4 

(gaze; pan+zoom) is comparable to NT2 (mouse; pan+zoom) can be seen as an indication that 

edge-scrolling appears to be at least an acceptable substitute for the mouse-grab panning. There is 

undoubtedly room for improvement in the implementation of edge-scrolling, but the potential 

seems to be there. 

Is the eye in fact faster than the mouse? 

What makes our result that NT4 (gaze; pan+zoom) is comparable to NT2 (mouse; pan+zoom) even 

more interesting is the fact that many aspects appear to point to a more favourable outcome for the 

mouse: 

1. All our subjects had extensive experience of using a mouse, but only 3 had any previous 

experience of gaze interaction. 

2. Unfamiliarity with gaze interaction caused about half of our subjects to mention 

experiencing some discomfort. 
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3. The edge-scroll sometimes resulted in unintended movements, whereas grabbing with the 

mouse got no negative comments. 

4. The eye-tracking technology could be improved both spatially and temporally, moving from 

experimental to established mainstream eye trackers. 

But, at least in theory, gaze-controlled navigation of this sort should have its benefits. In a typical 

task of zooming in on an area of interest using NT2 (mouse; pan+zoom) the procedure could be 

described as follows: 

1. Locate the area of interest 

2. Point mouse to the area of interest 

3. Press the zoom-in key on the keyboard (assuming a finger is already there) 

In NT4 (gaze; pan+zoom) the second step can be skipped since the zooming is automatically 

centred on the subject’s gaze and no movement of the mouse is needed. When repeatedly zooming 

in and out the milliseconds saved each time start to add up. 

In the case of a long continuous zooming, such as required in the target-tasks (zooming from 100% 

to 20,000% magnification) it is often necessary to adjust the centre of the zooming motion as more 

details emerge. In NT2, while continuing to hold down the zoom-in key, the mouse can be moved 

to compensate when necessary. In NT4 this adjustment is automated as long as the subject keeps 

the gaze on the intended target, thereby eliminating the need for any conscious correction and 

giving the appearance of an almost mind-reading experience (or perhaps more accurately 

intention-reading). 

When both of the above mentioned actions (choosing where to zoom and adjusting the centre of 

the zooming motion) come into play in the target-tasks, as well as any limitations of the edge-scroll 

being less important, it is perhaps not surprising that the gaze-controlled navigation technique 

turns out to have an advantage in these types of tasks. 

Overly strenuous gaze 

In theory gaze-control should not be any more strenuous on the eye than when using a mouse, as 

the eye-tracking is totally unnoticeable and in fact the gaze-control involves nothing more than 

looking at the monitor. However, in our testing approximately half of our subjects mentioned 

experiencing various degrees of discomfort or fatigue when using the gaze-controlled navigation 

techniques, while the other half experienced no problems. This is reflected in the lower grades for 
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comfort given to NT4 (gaze; pan+zoom) than NT2 (mouse; pan+zoom), even though they were 

perceived to be similarly fast. 

We are used to some sort of muscular exercise being necessary to translate our intentions into 

action, and for some of our subjects the amount of effort they were (unnecessarily) putting into 

their eye-movements was clearly visible; straining their heads and tensioning neck muscles. 

Unfamiliarity with the technique and possibly a stressful test situation may both have had an effect. 

Those subjects that were able to relax had no problems. 

A few subjects mentioned slight motion-disorientation (usually described as the beginnings of 

motion sickness). This is an effect well known from people playing fast-moving computer games 

from a first person perspective, either for the first time or after a long break and usually disappears 

quickly. Initial fatigue is of course well known for most types of input devices, for instance when 

unaccustomed users have to intensively use a mouse or play computer games using a console input. 

It is therefore our belief that repeating our test, giving the subjects more time to become 

accustomed to the gaze-control, would probably result in the comfort-ratings being higher and 

quite possibly showing an even better performance for the gaze-controlled navigation. 

Our results in a larger context 

Our results show that, even for subjects inexperienced in gaze-interaction, our first implementation 

of a gaze-controlled pan/zoom navigation technique is just as efficient as the corresponding mouse 

technique in solving tasks requiring extensive zooming and panning motions. Not only that, but in 

tasks that consist of zooming in on specific targets, rather than investigating the whole dataset, the 

gaze-controlled version is significantly faster. 

These findings support the previously mentioned claims of Bolt in 1981 that “eyes-as-output has a 

promising future in interactive graphics”,79 and indicate that further studies in gaze-controlled 

navigation clearly is an area of interest. 

Several studies have showed that in selection or pointing tasks gaze is faster than mouse, such as 

Ware in 1987 80 and Ovekova et al.: “Recent work showed that the eye is faster than the mouse as a 

                                                        

79 Bolt, Richard A. (1981) p. 10 
80 Ware, C. et al. (1987) 
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source of visual input in a target image identification task.” 81 This is also the case in the previously 

described study by Zhai et al.; where combining gaze and manual selection gave the best results.82  

But even though we have extensively searched for texts dealing with gaze-control for navigation 

tasks, and found several discussing its apparent applicability, we have not found any study that 

shows the eye to be as fast or even faster than the mouse for navigation tasks as our does. 

Immediately an interesting application could be in using gaze not only to select a target, but to 

navigate towards it by zooming (such as in our target-tasks) as this appears to be the sort of tasks 

where gaze-control yields significantly better results by focusing directly on the interaction 

between the eye and the monitor. 

This seems rational as the user already uses gaze to decide which areas are of interest, so when the 

decision is made to research an object or area further, the gaze is already directed at the target of 

interest: 

 “The control-to-display relationship for [the eye] is already established in the brain.” 83

                                                        

81 Oyekoya, O. et al. (2006) p. 1 
82 Zhai, S. et al. (1999) 
83 Jacob, R. J. K. (1991) p. 12 
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5 Conclusions  

Our findings have shown that gaze interaction can be successfully implemented for searching large 

multiscaled environments by employing pan/zoom navigation.  

Zooming can be seen as an analogy for our natural focus-targeting. Even though objects on a 

computer monitor may all be in the same focus distance, zooming emulates the way we target and 

perceive a specific point of interest in the real world. 

Zooming also translates easily to gaze interaction, as it extends our already established process of 

using perception to locate areas of interest. Zoomable gaze interaction allows a direct response to 

these perceptual stimuli, bypassing the need for redirecting the attention of the user to moving a 

mouse. 

Two experiments were conducted by us in order to shed light on how navigation could best be 

implemented using gaze interaction. 

In the initial experiment 4 mouse navigation techniques were tried; three different pan options and 

one semantic zoom navigation technique. The information space was in a single scale tabular 

layout with different levels of structure: structured, semi- structured and random. The tasks 

required the subjects either to find a single target or to browse and find a sequence of targets. 

The overall conclusions were, first of all, that for two of the panning techniques; grabbing the map 

with the mouse and an implemented edge-scrolling technique, the results were almost 

indistinguishable. These findings proved valuable in designing the panning options in our second 

experiment. 

Secondly, zoom implemented without the full benefit of a perspective and without panning proved 

very inadequate when solving most of the tasks. Both these findings also influenced the design of 

our second experiment. 

In the subsequent experiment we compared zoomable interfaces controlled by both mouse and 

gaze for different search tasks in multiscaled environments.  

There were two information spaces. One large multiscaled environment with 2000 nodes placed in 

four different scale layers on the map, and a smaller multiscaled map designed for specific target 

exploration. 
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Tasks in the map with 2000 nodes consisted of visual inspection tasks requiring the subjects to use 

extensive pan and zoom to find several bricks according to different criteria. Tasks in the smaller 

map required subjects to zoom in on targets in already known areas. 

Four navigation techniques (NT) were tested against each other, two mouse-controlled and two 

gaze-controlled. The mouse-controlled NT1 functioned by selecting different modes of pan/zoom 

from an onscreen toolbar. In the mouse-controlled NT2 zooming was performed by using keyboard 

keys and panning by grabbing the map with the mouse. The gaze-controlled NT3 only had zooming 

using keyboard keys implemented and finally gaze-controlled NT4 allowed zooming by using 

keyboard keys and panning with an onscreen edge scroll. 

The findings from our experiments show that the familiar toolbar pan/zoom navigation (NT1) was 

by far the most inefficient way of navigating; resulting not only in the longest task times but also 

the highest level of frustration. Also, zoom navigation without the ability to pan (NT3) expectedly 

proved to be less efficient than the pan/zoom gaze solution (NT4).  

The most relevant of our findings concerned the comparison of the mouse pan/zoom technique 

using keyboard keys and mouse (NT2) and the gaze pan/zoom technique using keyboard keys and 

an eye-tracker (NT4).  

Our findings show that even for first time users of gaze interaction, the gaze technique rivals that of 

mouse interaction, when searching in large multiscaled information spaces; to the point where they 

are statistically indistinguishable. 

These results were contrary to our initial estimates regarding the efficiency of the navigation 

techniques, as we had assumed the familiarity of mouse control would lead to the mouse-controlled 

pan/zoom technique (NT2) performing better than the gaze-controlled implementation (NT4). 

In tasks involving inspecting known areas of an information space, our findings show that 

navigating with gaze surpasses mouse navigation. Tasks took 16% longer to solve with mouse-

controlled NT2 than the gaze-controlled NT4. 
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Although this was also contrary to our expectations, theoretically gaze target acquisition should be 

faster than mouse selection because the targets have already been perceptually processed, before 

we begin the action of moving the mouse.84

Even though this experiment did not involve the selecting of targets, the results indicate that 

navigating to a specific target can in some cases be done faster with gaze interaction in zoomable 

interfaces than when using a mouse. This efficiency implies that gaze interaction could beneficially 

supplement the mouse in tasks involving navigation and selection of targets in large multiscaled 

information spaces. 

In regard to whether or not gaze interaction can substitute the mouse, our results are inconclusive 

as we only tested a small subset of the actions typically controlled by a mouse. However, navigating 

with gaze in zoomable interfaces seems a viable substitute to navigating with a mouse, especially in 

situations or circumstances where gaze is the only alternative. 

Subjects, who started the test sequence with gaze, remarked that they had to re-familiarize 

themselves with the mouse; having to point with it before zooming in on a specific point. This 

indicates how quickly we adapt to the concept of the interface responding to our point of interest. 

Zooming allows the interfaces to respond in a familiar way and also minimizes a potential 

information overload, by allowing the user to limit the detailed view as much as is necessary or 

wanted.  

An advantage of gaze in zoomable interfaces is that it allows us to skip the cognitive process of 

moving the mouse to correspond with our focus of interest. Gaze interaction in zoomable interfaces 

allows us to react and respond to an object of interest without being penalized for instinct. 

Recapping the three general hypotheses presented in Chapter 2.5 on gaze-controlled pan/zoom 

navigation, we can now try to shed some light on their validity: 

                                                        

84 Zhai, S. et al. (1999) 
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1.1. Eye-tracking can effectively supplement existing input devices. 

We still believe this to be true, and although our experiments have not been intended to directly 

validate this claim, we discuss some ideas in the following chapter about future research that might 

support this hypothesis. 

1.2. Zooming interfaces have traits that correspond well with eye-based interaction. 

1.3. A gaze-controlled navigation technique should be able to successfully entail many 

familiar aspects of sight and perception. 

The results of our second experiment show that despite our subjects’ unfamiliarity with gaze-

interaction the gaze-controlled NT4 proved to be at least as efficient as our mouse-champion NT2. 

This seems to indicate that our gaze-challenger is easy to learn and observing our subjects, the 

interaction appeared to be self-explanatory. It is therefore our firm belief that zoomable interfaces 

are very well suited implementations for gaze-interaction. 
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6 Future research  
Although we have attempted to test many elements of our proposed gaze-controlled pan/zoom 

navigation technique (NT4), there are still questions that remain unanswered and design decisions 

that remain to be properly evaluated for the navigation technique to be as robust and usable as 

possible. 

In order to accommodate gaze-controlled panning we have proposed an onscreen edge-scrolling 

solution. Several aspects of this navigation technique could be researched further and improved 

upon. Pan speed is an aspect which can be studied in order to improve performance: 

“The problem with most 2D navigation is that pan is never at the right speed; it is either 

too fast or too slow.” 85  

Studying what the average preferred pan speed is, and whether the user should be able to calibrate 

it to suit individual preference, could be projects for the future. As well as examining how large the 

scroll areas should be and whether or not it would improve the usability of the system to have them 

visualized in some way. 

Similarly, the same kind of investigation could be applied to the zoom function. Exploring how fast 

the zoom could realistically be and still maintain the useful aspect of allowing the user to perceive 

content while zooming. The corrective behaviour implemented in Aza Raskin’s version could also 

be examined, in regard to further fine-tuning for gaze interaction. 

When studying the speeds of pan and zoom, the sampling rate of the eye-tracker and the refresh 

rate of the visualizations are important factors. In our gaze experiments, the eye-tracker had a 

sampling rate of 50 Hz and the Flash application ran at 45 fps, both numbers that could be 

improved. 

Zoom appears to lessen the importance of eye-tracker precision and accurate calibration. In regard 

to the implementation we have designed, it would be interesting to find out what the lower limits in 

resolution are. A self-adjusting calibration is even conceivable by analyzing the objects zoomed in 

on and comparing them to the preceding gaze measurements. 

                                                        

85 Excerpt from correspondence with Aza Raskin.  
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We chose to use a static multiscaled information space in our experiments, but a study done on 

gaze-control in semantic zooming, e.g. of a dynamically presented tree structure, could expand the 

field of use. 

In situations where gaze is the sole form of available interaction further investigation into 

zoomable interfaces should prove valuable, such as investigating what non-keyboard controls could 

be useful for zooming in and out. Depending on the context of the usage and the tasks needing to 

be solved, either alternative input devices, such as voice activation, or some kind of onscreen zoom 

controls could be efficiently used for zooming in or out. 

Most of our test subjects were first time users, but a study into the pan/zoom navigation patterns of 

long time users could perhaps allow for observations that would further the scope of use for this 

navigation technique. Subsequently an experiment conducted with long time users may reveal 

whether or not zoomable interfaces ultimately benefit from overviews, as these seem primarily of 

use for novice users.  

In regard to our implementation, locating an overview at the edges of the monitor would be 

problematic. Solutions are plausible where using a quasi-mode would temporarily bring up an 

overview in the middle of the screen, similar to how maps are often implemented in “first person 

shooter” games. In very large intricate information spaces this could be a valid option.  

This study separates navigation from selection. If selection is necessary in gaze interaction, 

zoomable interfaces have great potential; as the importance of precision is greatly lessened with a 

more flexible target size. A version of selection is conceivable, by using parallels to semantic-zoom, 

where an object is not made available for dwell-activation until it has been zoomed in on, thereby 

lessening Midas’ Touch problems. 

An interesting project could be to design an escape from the WIMP model in zooming. Rather than 

clicking on an icon to open a window; semantic zooming could be used to zoom in on an icon, 

which in turn would reveal the “window” it represents.  

In a foreseeable future a commercial brand of eye trackers could very well become a part of the 

standard PC setup. Already all Apple monitors, both stationary and on portable computers, have 

built-in cameras; adding the option for eye tracking is (at least in theory) just a matter of adjusting 

a camera to detect infrared frequencies and adding an infrared light source. 
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It therefore requires only a small leap of imagination to envision a world where gaze navigation is 

an ordinary part of human computer interaction. We conclude this thesis by presenting three 

possible scenarios involving gaze-interaction, demonstrating some of the possibilities we can 

envision. 

Future scenario 1: 

In an alarm central an emergency operator receives a phone call from a witness to a car 

accident. On a large monitor the operator uses gaze-control to zoom in on a map of the 

area where the accident has happened and by asking the witness to describe its location 

in relation to visible landmarks, the operator quickly pinpoints the precise location. As 

emergency vehicles approach the site of the accident the operator zooms in and out on 

the semantic map, which shows the GPS coordinates of the vehicles, keeping an eye on 

the progress of ambulances and police cars approaching the site.  

Since the zooming does not require the use of a mouse, the operator is free to use both 

hands on the keyboard; zooming in/out and switching between audio-communication 

with the witness (getting a more detailed description of the accident) and the 

emergency vehicles (giving them route information and informing them of the situation 

at hand). Aided by the dynamic overview the operator helps the police position their 

cars to secure the site, and then collaborates with a colleague controlling traffic lights to 

secure an open route for ambulances to the nearest hospital. 

Future scenario 2: 

A medical doctor specializing in X-ray analysis uses a gaze-interactive monitor to zoom 

in on details of a patient’s X-ray photos, looking for evidence of bone cancer. The gaze-

contingent display is capable of showing particularly high resolution at the area of 

interest and the doctor can use both hands to take notes. After coming to a conclusion 

she initiates a dynamic on-screen conversation with the patient’s attending doctor at 

another hospital. The same image is visible on the monitors of both doctors, and while 

verbally describing her findings the X-ray expert ensures that the attending doctor is 

looking at the right places by watching an on-screen indication of his gaze. 
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Future scenario 3: 

Average Jane is in her home office. A small group of emails are lying side by side in the 

middle of the screen. A few unopened letters are flashing to the right; by looking at 

them the view scrolls and the group is centred. She zooms in on a letter from her 

children’s school, and as it gets bigger the content is revealed. Jane zooms out again 

and looks at the letter to her right; it is an invitation for dinner on Saturday; by gazing 

on the return address and zooming in, an answer sheet opens.  

The ringing of an incoming call interrupts her; she accepts the call by pressing a button 

on the keyboard and the screen changes; the separate video images of two friends are 

shown. As they talk and she looks from one to the other their voices subtly fade in and 

out. When they are done the screen returns to her cluster of emails. 

As these scenarios show, there are many possibilities for gaze-interaction, in particular coupled 

with pan/zoom navigation. They might at first seem somewhat implausible, but the necessary 

technologies already exist, and it is primarily a matter of applying our imagination to the 

possibilities at hand. If gaze-interaction starts to become commercially viable, even if it is only for 

very specialized tasks at first, it is likely to lower the cost of eye-tracking equipment, which could 

eventually lead to gaze-interaction becoming a part of our everyday lives. 
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Appendix A: Key results from Experiment 1

All results are given in seconds. Obvious errors in task solving are omitted.

Average times for task types, ordered by the NT being used: Avg. for finding a specific card, by map and NTs:
Edge Scroll Cylinder Grab Zoom Fully str. Semi Str. Random

How many of a suit? 14,2 36,3 21,1 12,7 Edge Scroll 6,7 8,0 13,0
s (standard deviation) 3,8 22,0 10,3 4,3 s (standard deviation) 3,5 2,3 6,0

What values are they? 13,7 28,1 16,2 22,0 Cylinder 5,9 8,8 20,9
s 3,1 19,9 6,3 6,7 s 1,9 2,7 8,8

How many of a number? 19,0 40,6 22,1 49,3 Grab 7,1 10,4 13,5
s 7,3 19,0 13,3 18,1 s 4,6 5,1 6,8

Find specific card? 9,2 12,0 10,3 14,6 Zoom 9,9 16,5 17,5
s 5,1 8,6 6,1 8,2 s 6,5 7,4 6,0

Average times for task types, ordered by the map type being used: Avg. for "how many of a number"-tasks, by map and NTs:
Fully str. Semi str. Random Fully str. Semi Str. Random

How many of a suit? 15,2 27,0 Edge Scroll 16,6 23,4 17,0
s (standard deviation) 6,6 19,3 s (standard deviation) 7,0 7,9 4,7

What values are they? 15,9 24,1 Cylinder 27,5 55,6 38,6
s 5,5 15,5 s 7,2 22,7 11,0

How many of a number? 23,4 42,1 32,8 Grab 16,2 26,8 23,3
s 11,1 22,9 18,6 s 8,9 10,8 16,5

Find specific card? 7,4 11,1 16,3 Zoom 33,2 62,5 52,2
s 4,7 6,0 8,3 s 10,0 15,1 14,6

Avg. for "how many of a suit/number"-tasks, by NTs and order: Avg. for "how many of a suit"-tasks, by map and NTs:
(i.e. test persons having each NT as their 1st, 2nd, 3rd or 4th) Fully str. Semi Str. Random

Edge Scroll 11,9 16,5
Order 1 2 3 4 s (standard deviation) 2,7 3,3

Edge Scroll 15,1 18,0 17,1 18,1
s (standard deviation) 5,7 8,0 5,8 6,2 Cylinder 20,1 52,4

s 8,3 19,3
Cylinder 34,9 29,6 45,4 45,4
s 15,0 15,8 22,6 22,1 Grab 16,8 25,4

s 5,7 12,0
Grab 25,1 20,5 15,9 25,4
s 12,9 5,3 5,2 17,6 Zoom 11,9 13,6

s 4,2 4,3
Zoom 30,9 38,1 35,0 34,7
s 18,7 25,9 21,2 24,6

Avg. for "what values are they"-tasks, by map and NTs:
Fully str. Semi Str. Random

Avg. for "how many of a number"-tasks, by NTs and order: Edge Scroll 12,0 15,2
(i.e. test persons having each NT as their 1st, 2nd, 3rd or 4th) s (standard deviation) 1,7 3,2

Order 1 2 3 4 Cylinder 16,1 39,1
Edge Scroll 17,0 19,3 19,0 20,7 s 3,9 22,3
s (standard deviation) 6,0 9,2 6,7 6,5

Grab 12,9 19,5
Cylinder 36,0 29,5 46,4 50,4 s 3,1 7,0
s 12,6 10,8 18,3 23,8

Zoom 22,9 21,2
Grab 22,7 24,4 20,6 28,9 s 4,6 5,5
s 10,0 5,9 6,0 21,1

Zoom 42,2 54,9 49,0 51,1
s 15,7 20,0 15,8 18,0

Combined task times, by NTs:
Edge Scroll Cylinder Grab Zoom

Total time 169,0 321,1 203,3 303,7
s (standard deviation) 39,5 66,1 71,0 66,1
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Appendix B: Results from Experiment 2

All results are given in seconds.

Combined "find-tasks" times by subjects Combined "target-tasks" times by subjects
NTs: NT1 NT2 NT3 NT4 NTs: NT1 NT2 NT3 NT4

Subject 1 273,8 191,8 309,0 224,7 Subject 1 33,1 27,7 20,6 21,0
Subject 2 382,4 163,2 286,7 185,6 Subject 2 22,9 19,5 19,3 18,0
Subject 3 297,4 255,6 270,5 197,9 Subject 3 44,4 33,3 29,7 23,6
Subject 4 342,4 204,5 242,7 178,9 Subject 4 32,8 29,9 34,7 24,0
Subject 5 242,9 195,9 197,6 284,2 Subject 5 45,2 25,1 23,5 26,7
Subject 6 491,7 307,6 351,4 389,1 Subject 6 37,8 26,7 33,0 28,5
Subject 7 328,3 279,6 292,2 215,7 Subject 7 43,8 31,0 27,1 24,3
Subject 8 391,5 161,5 244,2 331,0 Subject 8 49,8 39,3 28,8 27,1
Subject 9 338,6 175,9 290,3 335,2 Subject 9 20,5 20,9 14,1 12,4
Subject 10 269,8 290,5 296,6 211,8 Subject 10 53,2 35,4 34,5 31,9
Subject 11 404,1 280,8 245,2 220,7 Subject 11 41,2 20,3 25,2 27,1
Subject 12 443,0 353,5 249,2 201,1 Subject 12 45,2 34,5 29,5 34,9
Subject 13 364,1 219,8 277,2 173,0 Subject 13 78,0 34,2 39,4 27,2
Subject 14 367,6 224,2 276,1 206,1 Subject 14 39,3 27,0 24,2 26,2
Subject 15 555,3 262,8 261,5 230,7 Subject 15 75,3 29,4 29,9 28,6
Subject 16 231,3 156,9 254,0 178,7 Subject 16 35,3 27,2 22,1 17,4

Average results: All subjects
NTs: NT1 NT2 NT3 NT4

Find 7 bricks with 2 knobs 188,0 126,4 142,1 124,6
s (standard deviation) 59,3 39,9 35,3 48,7

Find 7 wrongly placed… 169,8 106,4 129,5 110,7
s 42,0 32,4 29,0 25,7

Combined find-tasks times 357,8 232,8 271,5 235,3
s 88,4 59,1 34,8 64,6

Combined target-tasks times 43,6 28,8 27,2 24,9
s 15,6 5,7 6,6 5,6

Average results: Test progress 1 (NT1, NT2, NT3, NT4) Average results: Test progress 2 (NT3, NT4, NT1, NT2)
NTs: NT1 NT2 NT3 NT4 NTs: NT1 NT2 NT3 NT4

Find 7 bricks with 2 knobs 158,7 116,7 142,3 87,7 Find 7 bricks with 2 knobs 192,7 112,3 136,4 104,1
s (standard deviation) 20,9 20,3 43,0 7,3 s (standard deviation) 84,6 33,2 18,9 29,6

Find 7 wrongly placed… 165,4 87,1 134,9 109,1 Find 7 wrongly placed… 186,9 103,6 130,8 93,1
s 55,1 34,2 48,2 19,3 s 54,7 13,7 8,2 14,4

Combined find-tasks times 324,0 203,8 277,2 196,8 Combined find-tasks times 379,6 215,9 267,2 197,1
s 48,2 38,6 27,9 20,2 s 133,2 43,8 11,3 26,6

Combined target-tasks times 33,3 27,6 26,1 21,7 Combined target-tasks times 57,0 29,5 28,9 24,9
s 8,8 5,9 7,4 2,8 s 22,8 3,3 7,7 5,1

Average results: Test progress 3 (NT4, NT3, NT2, NT1) Average results: Test progress 4 (NT2, NT1, NT4, NT3)
NTs: NT1 NT2 NT3 NT4 NTs: NT1 NT2 NT3 NT4

Find 7 bricks with 2 knobs 198,6 120,2 132,3 172,6 Find 7 bricks with 2 knobs 202,0 156,2 157,3 134,0
s (standard deviation) 72,2 43,4 43,3 41,9 s (standard deviation) 56,7 54,1 40,9 60,2

Find 7 wrongly placed… 165,1 115,9 139,1 132,4 Find 7 wrongly placed… 161,9 119,0 113,0 108,3
s 40,6 49,6 32,8 39,3 s 24,6 23,9 14,9 11,4

Combined find-tasks times 363,6 236,2 271,4 305,0 Combined find-tasks times 363,9 275,2 270,3 242,2
s 104,9 68,8 65,9 73,4 s 76,1 73,6 26,9 62,5

Combined target-tasks times 44,2 30,5 28,1 26,7 Combined target-tasks times 40,0 27,8 25,8 26,6
s 4,9 6,4 3,9 1,7 s 13,9 8,3 8,7 10,0
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Appendix C: t-Test results from Experiment 2

All results are calculated using Microsoft Excel's Data Analysis Toolpack

t-Test: Paired Two Sample for Means t-Test: Paired Two Sample for Means
NT1 vs NT2 (find-tasks) NT1 vs NT2 (target-tasks)

NT1 NT2 NT1 NT2
Mean 357,76 232,76 Mean 43,61 28,84
Variance 7822,88 3494,64 Variance 242,69 32,56
Observations 16 16 Observations 16 16
Pearson Correlation 0,4481 Pearson Correlation 0,5765
Hypothesized Mean Difference 0 Hypothesized Mean Difference 0
df 15 df 15
t Stat 6,14 t Stat 4,50
P(T<=t) one-tail 9,46E-06 P(T<=t) one-tail 2,13E-04
t Critical one-tail 1,75 t Critical one-tail 1,75
P(T<=t) two-tail 1,89E-05 P(T<=t) two-tail 4,26E-04
t Critical two-tail 2,13 t Critical two-tail 2,13

t-Test: Paired Two Sample for Means t-Test: Paired Two Sample for Means
NT2 vs NT4 (find-tasks) NT2 vs NT4 (target-tasks)

NT2 NT4 NT2 NT4
Mean 232,76 235,28 Mean 28,84 24,93
Variance 3494,64 4174,94 Variance 32,56 31,58
Observations 16 16 Observations 16 16
Pearson Correlation -0,0009 Pearson Correlation 0,5753
Hypothesized Mean Difference 0 Hypothesized Mean Difference 0
df 15 df 15
t Stat -1,15E-01 t Stat 2,99
P(T<=t) one-tail 4,55E-01 P(T<=t) one-tail 4,55E-03
t Critical one-tail 1,75 t Critical one-tail 1,75
P(T<=t) two-tail 9,10E-01 P(T<=t) two-tail 9,09E-03
t Critical two-tail 2,13 t Critical two-tail 2,13

t-Test: Paired Two Sample for Means t-Test: Paired Two Sample for Means
NT3 vs NT4 (find-tasks) NT3 vs NT4 (target-tasks)

NT3 NT4 NT3 NT4
Mean 271,53 235,28 Mean 27,23 24,93
Variance 1207,94 4174,94 Variance 42,91 31,58
Observations 16 16 Observations 16 16
Pearson Correlation 0,2716 Pearson Correlation 0,7133
Hypothesized Mean Difference 0 Hypothesized Mean Difference 0
df 15 df 15
t Stat 2,25 t Stat 1,96
P(T<=t) one-tail 2,00E-02 P(T<=t) one-tail 3,46E-02
t Critical one-tail 1,75 t Critical one-tail 1,75
P(T<=t) two-tail 4,01E-02 P(T<=t) two-tail 6,92E-02
t Critical two-tail 2,13 t Critical two-tail 2,13

t-Test: Paired Two Sample for Means t-Test: Paired Two Sample for Means
NT2 vs NT3 (find-tasks) NT2 vs NT3 (target-tasks)

NT2 NT3 NT2 NT3
Mean 232,76 271,53 Mean 28,84 27,23
Variance 3494,64 1207,94 Variance 32,56 42,91
Observations 16 16 Observations 16 16
Pearson Correlation 0,2322 Pearson Correlation 0,6798
Hypothesized Mean Difference 0 Hypothesized Mean Difference 0
df 15 df 15
t Stat -2,53 t Stat 1,30
P(T<=t) one-tail 1,15E-02 P(T<=t) one-tail 1,07E-01
t Critical one-tail 1,75 t Critical one-tail 1,75
P(T<=t) two-tail 2,30E-02 P(T<=t) two-tail 2,14E-01
t Critical two-tail 2,13 t Critical two-tail 2,13
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